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Abstract—Model-based strategies are a promising solution to the grand challenge of equipping continuum soft robots with motor intelligence. However, finite-dimensional models of these systems are inherently inaccurate, thus posing pressing robustness concerns. Moreover, the actuation space of soft robots is usually limited. This article aims at solving both these challenges by proposing a robust model-based strategy for the shape control of soft robots with system uncertainty and input saturation. The proposed architecture is composed of two key components. First, we propose an observer that estimates deviations between the theoretical model and the soft robot, ensuring that the estimation error converges to zero within finite time. Second, we introduce a sliding mode controller to regulate the soft robot shape while fulfilling saturation constraints. This controller uses the observer's output to compensate for the deviations between the real system and the established model. We prove the convergence of the closed-loop with theoretical analysis and the method's effectiveness with simulations and experiments.
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I. INTRODUCTION

CONTINUUM soft robots are made of continuously deformable elements and are inspired by invertebrate animals [1]. With their peculiar characteristics, they are expected to execute tasks that are currently not achievable for standard rigid robots—for example, interacting with uncertain environments, possibly involving humans. Nevertheless, the soft robot’s highly deformable nature that makes these tasks possible also makes their control challenging. As a result, soft robot motor intelligence is still minimal today.

In recent years, a rising interest has been building around model-based strategies as a possible solution to the soft robot control challenge [2], with encouraging accomplishments [3], [4], [5], [6], [7]. However, many unsolved issues still hinder the practical application of model-based methods. This article focuses on two relevant and often overlooked blocking issues: model uncertainty and control saturation. First, models for soft robots are inherently inaccurate. Indeed, although control-oriented dynamic models are getting more advanced [8], [9], they can never match the infinite-dimensional nature of their exact formulation [10]. Moreover, limitations in fabrication strategies introduce variability of behaviors. Second, commonly used actuation strategies in soft robotics (e.g., pressure, vacuum, electroactive polymers) are limited in the range [11], and the controller quickly incurs input saturation. When saturation occurs, the control performances usually deteriorate, sometimes even resulting in instabilities.

Sliding mode controllers (SMCs) have proven to be robust to uncertainties and able to achieve high accuracy and fast response times [12], [13]. Within the SMC field, observer-based methods have been widely investigated [14], [15]. Concerning robotics applications, [16] proposed a combination of a sliding perturbation observer and an SMC for a rigid manipulator, and
of the following form:

\[ B_\delta \dot{q} + C_{\delta \dot{q}} \ddot{q} + G_\delta + K_\delta \dot{q} + D_\delta \dot{q} = A_\delta \tau \]  

where \( q, \dot{q}, \ddot{q} \in \mathbb{R}^n \) are the vector of configuration variables together with their first and second order time derivatives, \( B_\delta \in \mathbb{R}^{n \times n} \) is the inertia matrix, \( C_{\delta \dot{q}} \) collects Coriolis and centrifugal terms, \( G_\delta \in \mathbb{R}^n \) models gravitational effects, and \( K_\delta, K_\dot{q} \in \mathbb{R}^{n \times n} \) are the stiffness and damping matrices, respectively. \( A_\delta \in \mathbb{R}^{n \times n} \) maps the input forces and torques \( \tau \in \mathbb{R}^n \) to configuration space, causing the system to be fully actuated.

To account for the uncertainty that characterizes the model [2], we split the dynamic terms into known and unknown parts, i.e., \( B_\delta = B_\delta + \delta B_\delta, C_{\delta \dot{q}} = C_{\delta \dot{q}} + \delta C_{\delta \dot{q}}, G_\delta = G_\delta + \delta G_\delta, K_\dot{q} = K_\dot{q} + \delta K_\dot{q} \), and \( D_\delta = D_\delta + \delta D_\delta \). Consequently, (1) can be rewritten as

\[ B_\delta \dot{q} + C_{\delta \dot{q}} \ddot{q} + G_\delta + K_\delta \dot{q} + D_\delta \dot{q} = A_\delta \tau + \delta F \]  

with \( \delta F = -\delta B_\delta \dot{q} - \delta C_{\delta \dot{q}} \ddot{q} - \delta G_\delta - \delta K_\dot{q} \dot{q} - \delta D_\delta \dot{q} \). Model (2) verifies a set of well-known properties of classical rigid robots [22], [24], among these the following will be exploited in the remainder.

**Property 1:** The inertia matrix \( B_\delta \) is symmetric and positive definite. Furthermore, there exist constants \( b_1, b_2 > 0 \) such that \( b_1 \| \dot{q} \|^2 \leq q^T B_\delta \dot{q} \leq b_2 \| \dot{q} \|^2 \) for all \( q \).

**Property 2:** If the matrix \( C_{\delta \dot{q}} \) is defined through Christoffel symbols, then \( B_\delta = C_{\delta \dot{q}} + C_{\delta \dot{q}}^T \). In addition, there exist constants \( c_1, c_2, c_3 > 0 \) such that \( \| C_{\delta \dot{q}} \| \leq (c_1 + c_2 \| q \|) + c_3 \| q \|^2 \| \dot{q} \| \) for all \( q \) and \( \dot{q} \).

**Assumption 1 [25]:** The uncertainty \( \delta F \) is bounded and admits bounded first order time derivative \( \delta F \), i.e., there exist constants \( f_1, f_2 > 0 \) such that \( \| \delta F \| \leq f_1 \) and \( |\delta F| \leq f_2 \) for all \( q \). Besides, we assume that the full-state feedback is available, i.e., the configuration \( q \) and its time derivative \( \dot{q} \) are fully observable.

III. CONTROL SCHEME

We present here our main contribution, the saturated disturbance observer-based sliding mode controller (DOSMC). As illustrated in Fig. 1, the scheme consists of an SMC, an observer to estimate the system uncertainty and disturbance, and an adaptive law to account for the input saturation and simultaneously guarantee closed-loop stability. Before diving into the details of the various elements of the scheme, we briefly list some lemmas that will be exploited in the stability analyses.

A. Preliminaries

**Lemma 1 [26]:** For the nonlinear system \( \dot{x}(t) = f(x(t)) \) with \( f(0) = 0 \) and \( x(t) \in \mathbb{R}^n \), if one can find a Lyapunov function \( V(x) \) satisfying \( V(x) \leq -\beta V^\gamma(x), \beta > 0, 0 < \gamma < 1 \), then the system is finite-time stable with the settling time \( T \leq \frac{1}{\beta(1-\gamma)} V^1(x_0) \).

**Lemma 2 [27]:** For the system presented in Lemma 1, if the Lyapunov function \( V(x) \) satisfying \( V(x) + \alpha V(x) + \beta V^\gamma(x) \leq 0, \alpha > 0, \beta > 0, 0 < \gamma < 1 \), then for any initial
state $V(x_0)$, the solution of the system converges within time

$$T = \frac{1}{\alpha (1-\gamma)} \ln \frac{aV^1(x_0) + \beta}{\beta}.$$ 

**Lemma 3** [28]: For the system presented in Lemma 1, if the Lyapunov function $V(x)$ satisfies $V(x) \leq -\alpha V(x) - \beta V^\gamma(x) + \eta$, in which $\alpha, \beta > 0$, $0 < \gamma < 1$, $0 < \eta < \infty$, then the solution of $f(x)$ converges to the set

$$\Pi = \{ x \in V(x) \leq \min \{ \frac{\eta}{(1-\gamma)\alpha}, \frac{\eta}{(1-\gamma)\beta} \} \}$$

within time $T \leq \max \{ \frac{\eta}{(1-\gamma)\alpha}, \frac{\eta}{(1-\gamma)\beta} \}$. In which $0 < \gamma < 1$, $V(x)$ is the value of $V(x)$ at $t = T$.

In the following, define sat$(x) = \max(x_{\min}, \min(x, x_{\max})$ as the saturation function where $x_{\min}$ and $x_{\max}$ are the lower and upper bounds of $x$, and $\text{sgn}(x) = \{0$ if $x = 0; |x|/x$ otherwise$\}$ the sign function. Furthermore, given two vectors $v = [v_1 \cdots v_n]^T$ and $\gamma = [\gamma_1 \cdots \gamma_n]^T$ the operator $\text{sig}(v)$ is defined as $\text{sig}(v) = ||v_1||^{\gamma_1} \cdot \cdots \cdot ||v_n||^{\gamma_n}$ $v_{\text{sat}}$ $T$.

**B. Observer Design**

Property 1 allows to write the system dynamics (2) in its state space form

$$\dot{x}_2 = k_1 \Phi_1(x_2, x_2) + F(x_1, x_2, t) + u + d \tag{3}$$

where $x_1 = q$, $x_2 = \dot{q}$, $F(x_1, x_2, t) = -B_2^{-1}(\dot{C}_2, \dot{\varphi}_2 + \ddot{G}_2 + K_2q + D_2q)$, $u = B_1^{-1}A_2\tau$ stands for the control input and $d = B_2^{-1}(\delta \tau + \tau_\theta)$ represents the lumped uncertainty. To estimate $d$, the following observer can be used:

$$\dot{\hat{x}}_2 = k_2 \Phi_2(x_2, \hat{x}_2) + F(x_1, x_2, t) + u + \hat{d} \tag{4}$$

The following result shows that $\hat{x}_2$ and $\hat{d}$ converge to $x_2$ and $d$ in finite time.

**Theorem 1**: Considering system (2) and its state-space form (3), the proposed observer (4) ensures that the estimation error converges to zero in finite time.

**Proof**: Taking (4) into (3) yields the error dynamics of the observer

$$\dot{x}_2 = -k_1 \Phi_1(x_2, \hat{x}_2) + \hat{d}, \quad \dot{\hat{d}} = -k_2 \Phi_2(x_2, x_2) + d \tag{5}$$

where $\hat{x}_2 = x_2 - \hat{x}_2$ and $\hat{d} = d - \hat{d}$ are estimation errors of $x_2$ and $d$.

Recalling that $d = B_2^{-1}\delta \tau$, from Properties 1–2 and Assumption 1, it follows that there exists a constant $d_\epsilon > 0$ s.t.

$$||\hat{d}|| \leq d_\epsilon.$$ 

Now define $\xi = \begin{bmatrix} \varphi_{i1} \\ \delta_{i} \end{bmatrix}^T$, with $\varphi_{i1}$ and $\delta_{i}$ being the $i$th element of $\Phi_1$ and $\hat{d}$, respectively. Whenever $\hat{x}_{2i} \neq 0$, the time derivative of $\xi$ can be computed as

$$\dot{\xi} = \begin{bmatrix} \dot{\varphi}_{i1} \\ \dot{\delta}_{i} \end{bmatrix} = \begin{bmatrix} \dot{\varphi}_{i1} \big(-k_{1i}\varphi_{i1} + \delta_{i} \big) \\ -k_{2i}\varphi_{i1}\dot{\varphi}_{i1} + \delta_{i} \end{bmatrix}$$

with $\dot{\varphi}_{i1} = \frac{1}{2}[\ddot{x}_2 - \frac{\dot{x}_2}{x_2}] + \frac{3}{2}k_{1i}\dot{x}_2$ the partial derivation of $\varphi_{i1}$ with respect to $\dot{x}_2$. Writing (6) in the matrix form yields

$$\dot{\xi} = \varphi_{i1} (A_\xi + B_\xi(\xi, t)) \tag{6}$$

where $A = [-k_{1i}; -k_{2i} 0]$, $B = [0 1]^T$, and $\varphi_{i1}(\xi, t) = \frac{d}{\sqrt{x_2}}\text{sgn}(\hat{x}_2)$. By $d_\delta$ bounded, there exists a constant $d_\delta > 0$ such that $\frac{d}{\sqrt{x_2}}\text{sgn}(\hat{x}_2) \geq 0$. We claim that both $\varphi_{i1}$ and $d$ converge to zero in finite time. To show this, consider the Lyapunov candidate $V_1(\hat{x}_2, d_\delta) = \xi^T \Lambda \xi$, where $\Lambda = \Lambda^T$ is a positive definite matrix. Exploiting (7), $V_1 = \xi^T \Lambda \xi$ can be bounded by

$$V_1 \leq \varphi_{i1}^2 \xi (\xi, t) \begin{bmatrix} A_T^T + A + L & A_T \Lambda \\ B_T^T \Lambda & -1 \end{bmatrix} \begin{bmatrix} \xi \\ \delta_{i} \end{bmatrix}$$

with $\epsilon > 0$. According to [29], $V_1$ is feasible i.f.f. the control gains $(k_{1i}, k_{2i}) \in K^+ = \{ (k_{1i}, k_{2i}) \in \mathbb{R}^+ \mid k_{1i}^2 > 2k_{2i}, k_{2i} > \delta \cap k_{1i}^2 < 2k_{2i}, k_{2i}^2(4k_{2i} - k_{1i}^2) > (2\delta^2) \}^2$.

Exploiting the inequalities $V_1^{1/2}/\lambda_{\min}(\Lambda) \leq \xi \leq V_1^{1/2}/\lambda_{\max}(\Lambda)$, $|\hat{x}_2|^{1/2} \leq ||\xi||_2$, and the fact that (9) bounds from above the matrix appearing in the right-hand side of (8), $V_1$ can be bounded by

$$V_1 \leq -\epsilon \varphi_{i1}||\xi||_2^2 = -\epsilon \frac{||\xi||_2^2}{2|\hat{x}_2|} - \frac{3}{2}k_{1i}|\hat{x}_2| \frac{1}{2}||\xi||_2^2 \leq -\epsilon \lambda_{\min}(\Lambda) V_1 \frac{1}{2}$$

where $\lambda_{\min}(\Lambda)$ and $\lambda_{\max}(\Lambda)$ denote the smallest and largest eigenvalue of $\Lambda$, respectively. All the hypotheses of Lemma 1 are therefore verified, and both $\varphi_{i1}$ and $d$ converge to zero in finite time. Since the abovementioned reasoning holds for all $i$, $\Phi_1$, and $d$ converge to zero in finite time. The thesis follows noting that $\varphi_{i1} = 0$ implies $\hat{x}_2 = 0$.

**Remark 1**: In the proof of Theorem 1, it is assumed $\hat{x}_{2i} \neq 0$. To evaluate the stability of the error dynamics when $\hat{x}_{2i} = 0$ but $d_\delta \neq 0$, we consider two different cases, i.e., $\hat{x}_{2i} = 0$ in an entire time interval $[t_1, t_2]$ or at some instant of time $t_1 \geq 0$. If $\hat{x}_{2i}(t) = 0$ for $t \in [t_1, t_2]$, then $\hat{x}_{2i}(t)$ is in the same time window. From (5) this implies that also $d_\delta = 0$. On the other hand, if $\hat{x}_{2i} = 0$ only at some instant of time $t_1$, then necessarily $\hat{x}_{2i} \neq 0$ from which it follows that there exists $t_2 > t_1$ such that $\hat{x}_{2i}(t_2) \neq 0$. Thus, we fall in the case $\hat{x}_{2i} \neq 0$.

**C. Controller Design for Saturated Soft Robots**

Considering the input saturation in (3), one has

$$\dot{x}_1 = x_2, \quad \dot{x}_2 = F(x_1, x_2, t) + \text{sat}(u_\epsilon) + d$$
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where $u = \text{sat}(u_c) \in [u_{\text{min}}, u_{\text{max}}]$ accounts for input saturation, with $u_c$ being the virtual control inputs to be designed. Generally, the saturation exists in $\tau$ instead of $u$, i.e., $\tau \in [\tau_{\text{min}}, \tau_{\text{max}}]$. Whereas, given a set of system states, the saturation in $\tau$ and $u$ can be easily mapped to each other with $u = B_q^{-1} A_q \tau$. Note that both $u_{\text{min}}$ and $u_{\text{max}}$ are time-varying. However, as it will be shown next, this does not affect closed-loop stability.

To achieve configuration-space control, the following sliding surface is proposed:

$$s = \dot{e} + \alpha e + \beta s_{\nu}(e)$$

(12)

where $e = q - q_d$, $q_d$ is a constant desired reference for $q$ and $s_{\nu}(e)$ is defined as

$$s_{\nu}(e) = \begin{cases} \text{sgn}(e)^\nu, & \bar{s} = 0 \cup \bar{s} \neq 0, |e| \geq \delta \\ \bar{e} + \alpha e + \beta \text{sgn}(e)^\nu, & \bar{s} \neq 0, |e| < \delta \end{cases}$$

in which $\bar{e} = (2 - \nu) \delta^{\nu - 1}$ and $\bar{e} = (\nu - 1) \delta^{\nu - 2}$ ensure the continuity and derivability of $s_{\nu}$.

(13)

Without input saturation, the controller to reach the sliding surface would have been defined as

$$u_1 = -F(x_1, x_2, t) + \bar{q}_d - \{\beta \bar{s}_{\nu} + \alpha \bar{e} + \kappa_1 s + \kappa_2 \text{sgn}^\nu(s)\} - \hat{d}.$$  

(14)

However, we add an extra term to $u_1$ to compensate for the input saturation obtaining

$$u_c = -F(x_1, x_2, t) + \bar{q}_d - \{\beta \bar{s}_{\nu} + \alpha \bar{e} + \kappa_1 s + \kappa_2 \text{sgn}^\nu(s)\} - \hat{d} + k \zeta$$

(15)

in which $\zeta$ evolves according to

$$\dot{\zeta} = \begin{cases} \Delta u - h_1 \zeta - h_2 \text{sgn}^\nu(\zeta) - \frac{s^T \Delta u + |\Delta u|^2}{\kappa_2^2} \zeta, & \|\zeta\| > \sigma \\ 0, & \|\zeta\| \leq \sigma \end{cases}$$

(16)

where $\Delta u = \text{sat}(u_c) - u_c$, $k \zeta$ is a positive definite matrix and $\sigma > 0$ is a user defined constant. We can now state the following result.

Theorem 2: Considering a saturated soft robot (11) with the designed observer (4) and the control law (15), the configuration space position will converge to a neighborhood of its equilibrium points in finite time.

Proof: Substituting (15) into (11), we have

$$\dot{x}_2 = F(x_1, x_2, t) + u_c + \Delta u + \hat{d} = \{-\beta|e|^{\nu-1} \bar{e} + \kappa_1 s + \kappa_2 \text{sgn}^\nu(s) + \alpha \bar{e}\} + k \zeta + \hat{d} + \Delta u.$$  

(17)

Then, (13) can be rewritten as

$$\dot{s} = -\{\kappa_1 s + \kappa_2 \text{sgn}^\nu(s)\} + k \zeta + (\hat{d} - \hat{d}) + \Delta u.$$  

(18)

For ease of reading, we divide the remaining part of the proof into three steps.

Step 1: The stability of the adaptive law (16) is easily proven with the Lyapunov candidate $V_s = \frac{1}{2} \zeta^T \zeta$. In the case of $\|\zeta\| > \sigma$, its time derivative satisfies

$$\dot{V}_s \leq -h_1 \|\zeta\|^2 - h_2 \|\zeta\|^{\nu+1} + \|\zeta\|\|\Delta u\| + \|s\|\|\Delta u\| - \frac{1}{2} \|\Delta u\|^2 \leq -\left(h_1 - \frac{1}{2}\right) \|\zeta\|^2 - h_2 \|\zeta\|^{\nu+1} + \|s\|\|\Delta u\|$$

(19)

where $h_1 = 2h_1 - 1$, $h_2 = \frac{2^{\nu+2}}{h_1}$, and $\Sigma = \|s\|\|\Delta u\|$. According to (12) and (15), $s$ and $\Delta u$ are bounded. Thus, from Lemma 3, $\zeta$ is finite-time stable if $\|\zeta\| > \sigma$, and its convergence region $\Psi \triangleq \{\zeta | \|\zeta\| \leq \max \{ \sum \frac{1}{(1 - \chi_1)^2} \}, \sigma \}$ decreases with the convergence of $s$ and $\Delta u$. If $\|\zeta\| \leq \sigma$ then $\zeta = 0$ and $\dot{\zeta} = 0$.

Step 2: To prove the stability of the sliding mode surface, consider the following Lyapunov function:

$$V_3 = \frac{1}{2} s^T s + \frac{1}{2} \zeta^T \zeta.$$  

(20)

Its time derivative is

$$\dot{V}_3 = s^T \dot{s} + \zeta^T \dot{\zeta} = -\{\kappa_1 \|s\|^2 + \kappa_2 \|s\|^2\} + s^T \epsilon + s^T k \zeta + s^T \Delta u + \zeta^T \dot{\zeta} \leq -\{\kappa_1 \|s\|^2 + \kappa_2 \|s\|^2\} + \|s\|\|\epsilon\| + \|s\|\|k \zeta\| + s^T \Delta u + \zeta^T \dot{\zeta} \leq \frac{s^T \Delta u + \zeta^T \dot{\zeta}}{1 + \kappa_1^2}$$

(21)

where $\epsilon = \sup \{|d - \hat{d}|\}$ is the maximum estimation error of the observer. Once again we analyze separately the case when $\|\zeta\| > \sigma$ and $\|\zeta\| \leq \sigma$.

Case 1: $\|\zeta\| > \sigma$

Considering (16) and the inequality $2\|s\|^2 + 2\|\|\| < \|s\|^2 + 2\|\|$, $V_3$ can be upper bounded by

$$\dot{V}_3 \leq -\{\kappa_1 \|s\|^2 + \kappa_2 \|s\|^2\} + \|s\|^2 + \frac{1}{2} \|\epsilon\|^2 + \frac{1}{2} \|k \zeta\|^2$$

$$+ \{s^T \Delta u + \frac{1}{2} \|\Delta u\|^2\}$$

$$+ \frac{1}{\kappa_1^2} \|s\|^2 - \frac{1}{\kappa_2^2} \|s\|^2 + \frac{1}{\kappa_1^2} \|s\|^2$$

$$+ \{s^T \Delta u + \frac{1}{2} \|\Delta u\|^2\}$$

$$\leq -\{\kappa_1 \|s\|^2 + \kappa_2 \|s\|^2\} + \|s\|^2 + \frac{1}{2} \|\epsilon\|^2 + \frac{1}{2} \|k \zeta\|^2$$

(22)

with $\bar{\kappa}_1 = \min \{\kappa_1 + 1, \frac{2}{\kappa_2} \kappa_2 + h_1\}$, $\bar{\kappa}_2 = \min \{\kappa_2, h_2\}$. Exploiting the inequality $\|r_1| + |r_2| + \ldots + |r_n| \leq |r_1| + |r_2| + \ldots + |r_n|, 0 < p < 1$, one has

$$\frac{1}{\kappa_1^2} \|s\|^2 - \frac{1}{\kappa_2^2} \|s\|^2 + \frac{1}{\kappa_1^2} \|s\|^2$$

$$\leq \frac{1}{\kappa_1^2} \|s\|^2 - \frac{1}{\kappa_2^2} \|s\|^2 + \frac{1}{\kappa_1^2} \|s\|^2$$

(23)
Therefore, (22) yields

$$V_3 \leq -\hat{k}_1 V_3 - \hat{k}_2 V_3^{\frac{\varepsilon+1}{2}} + \frac{1}{2} \|e\|^2 + 1$$  

(24)

where $\hat{k}_1 = 2\hat{k}_1$, $\hat{k}_2 = 2^{\frac{\varepsilon+1}{2}} \hat{k}_2$. By Theorem 1, $\varepsilon$ approaches zero in finite time. Thus, from (24) in finite time we have $V_3 \leq -\hat{k}_1 V_3 - \hat{k}_2 V_3^{\frac{\varepsilon+1}{2}}$ which implies, according to Lemma 2, the finite-time stability of $s$. Assume now that $\varepsilon \neq 0$, which can happen before the observer is stable or if the observer has static errors. In this case (24) can be rewritten as

$$\dot{V}_3 \leq -\chi \hat{k}_1 V_3 - (1-\chi)\hat{k}_1 V_3 - \hat{k}_2 V_3^{\frac{\varepsilon+1}{2}} + \frac{1}{2} \|e\|^2$$  

(25)

where $0 < \chi < 1$. If $V_3 > \frac{\|e\|^2}{2(1-\chi)\hat{k}_1}$, one has $\dot{V}_3 \leq -\chi \hat{k}_1 V_3 - \hat{k}_2 V_3^{\frac{\varepsilon+1}{2}}$ which implies that $s$ converges in finite time to the set $\Pi_1 = \{(s, \zeta) \mid V_3(s, \zeta) \leq \frac{\|e\|^2}{2(1-\chi)\hat{k}_1}\}$. Recalling that $\hat{d}$ is always bounded, also $\varepsilon$ will be bounded. However, $\varepsilon$ will be much smaller than $\hat{d}$ after the observer is stabilized, which leads $s$ to converge to a small $\Pi_1$ even for small control gains.

\textit{Case 2: }$\|e\| \leq \sigma$

In this case (21) yields

$$\dot{V}_3 \leq -\{\kappa_1 \|s\|^2 + \kappa_2 \|s\|^{\rho+1}\} + \|s\| \|\hat{e}\| + \|s\|\|\hat{\kappa}\|\|\zeta\|$$

\begin{equation}
+ s^T \Delta u
\end{equation}

(26)

that is

$$\dot{V}_3 \leq -\{\kappa_1 \|s\|^2 + \kappa_2 \|s\|^{\rho+1}\} - \{\|\zeta\|^2 + \|\zeta\|^{\rho+1}\} + \{(\|s\|^2 + \|s\|^{\rho+1}) + \{\kappa_2 \|s\| + \|\hat{\kappa}\| \|\zeta\| + \|\Delta u\|\} \|s\|$$

$$\leq -\hat{k}_1 V_3 - \hat{k}_2 V_3^{\frac{\varepsilon+1}{2}} + \Gamma$$

(27)

where $\hat{k}_1 = \min\{\kappa_1, 2\}$, $\hat{k}_2 = \min\{2^{\frac{\varepsilon+1}{2}} \kappa_2, 2^{\frac{\varepsilon+1}{2}}\}$, $\Gamma = \{\|s\|^2 + \|s\|^{\rho+1} + \{\kappa_2 \|s\| + \|\hat{\kappa}\| \|\zeta\| + \|\Delta u\|\} \|s\|$. From Lemma 3 and the proof of Case 1, it follows that $s$ converges to $\Pi_2 = \{(s, \zeta) \mid V_3(s, \zeta) \leq \frac{\|e\|^2}{2(1-\chi)\hat{k}_1}\}$ in finite time.

In Theorem 1 we proved the finite-time stability of the observer. For practical systems, the estimation error $\hat{d}$ will not escape in finite time. According to the results presented in [31] and discussions in Step 2, the proposed sliding surface is finite-time stable.

\textbf{Step 3:} This step proves that the state will converge to a neighborhood of the equilibrium point along the sliding surface $s$. As discussed in Step 2, $s$ converges to a neighborhood of the origin. Without loss of generality, we consider the scalar case. From previous discussions, one has $s = \hat{e} + \alpha \hat{e} + \beta \hat{s}_w(e) \leq \bar{\Pi}$. Since $s_w(e)$ is piecewise, two scenarios are analyzed.

\textit{Case 1: }$|e| \geq \delta$.

In this case, one has $\dot{s} + \alpha \hat{e} + \beta \hat{s}(e) = \bar{\Pi}, \bar{\Pi} \leq \Pi$, implying

$$\dot{e} + \alpha \hat{e} + (\beta - \hat{\Pi} \hat{s}(e)) \hat{s}(e) = 0$$

(28)

From (28), we have $\dot{e} = -\alpha e - (\beta - \hat{\Pi} \hat{s}(e)) \hat{s}(e)$. The time derivative of the Lyapunov function $V_e = \frac{1}{2} e^2$ is

$$\dot{V}_e = -\alpha e^2 - (\beta - \hat{\Pi} \hat{s}(e)) \hat{s}(e) \|e\|^2$$

$$= -2 \alpha V_e - 2^{\frac{\varepsilon+1}{2}} (\beta - \hat{\Pi} \hat{s}(e)) V_e^{\frac{\varepsilon+1}{2}}$$

(30)

Hence, if $\beta - \hat{\Pi} \hat{s}(e) > 0$, i.e., $|e| > (\frac{\|e\|}{\beta})^{1/\rho}$, then $e$ will be finite-time stable. The convergence region and time can be calculated according to Lemma 2. Alike, one can obtain similar results from (29). In conclusion, $e$ will converge to $\Omega \subseteq \{|e| \leq \min(\frac{\|e\|}{\beta})^{1/\rho}, |e| > \delta\}$.

\textit{Case 2: }$|e| < \delta$.

In this case, the tracking error is already in $\Omega$, which can be treated as an attraction region under $|e| < \delta$.

\section{IV. SIMULATION}

In this section, simulations are conducted to verify the effectiveness of the proposed control scheme. We consider an extensible 3-D soft arm with its base rotated such that in a straight configuration $q = 0\text{ m}$, the robot has its tip pointing downward while being aligned with the gravitational field. In the simulations, we consider two scenarios: a) the arm being discretized with one constant curvature (CC) [23] segment and b) the arm consisting of two CC segments. We will only report the settings for the two-segment case for conciseness. The parameters for the one-segment case correspond to those of the first segment in the two-segment case.

The configuration of the soft robotic arm is defined as $q = [\Delta x, 1 \Delta y, 1 \delta L_1, 1 \delta L_2]^T$ according to the $\Delta$-parameterization [22] of the piecewise constant curvature (PCC) assumption. Each segment has a length of $1\text{ m}$ and mass of $0.3\text{ kg}$. The stiffness and damping matrices are assumed diagonal and equal to $K = 1\text{ Nm}$ and $D = 0.1\text{ Ns m}^{-1}, i = 1, 2$, respectively. The saturated DOSMC controller is compared with a PID+ controller [6], hereinafter GC-PID, and a traditional integral sliding mode controller [19] referred to as ISMC.

The robot starts at rest, and the simulation runs for 25\text{s}. The lumped uncertainty, containing a time-varying term throughout the whole simulation and a perturbation term from $t = 14\text{s}$ to $t = 20\text{s}$, is set as

$$d(t) = \begin{cases} s_t, c_t, s_{0.5t}, s_t, s_{0.5t} \end{cases}^T, \quad t \in [0, 14] \cup [20, 25]$$

$$d(t) = \begin{cases} s_t + 4 c_t + 4 s_{0.5t} + 3 \end{cases}^T, \quad t \in [14, 20]$$

where $c_t = \cos x$, $s_t = \sin x$. The saturation constraints are imposed on the control inputs, i.e., $\tau \in [-\hat{\tau}, \hat{\tau}]$ with $\hat{\tau} = [10 \ 15 \ 10 \ 10 \ 15]^T$\text{Nm}.

The commands to the controllers include three successive targets (in \text{m})

$$q_d(t) = \begin{cases} 2 \ 2 \ 1 -2 -2 \ 1 \end{cases}^T, \quad 0 \leq t < 10\text{s}$$

$$\begin{cases} 1 \ 1 \ 0.5 -1 -0.5 \end{cases}^T, \quad 10 \leq t < 20\text{s}$$

$$\begin{cases} 0 \ 0 \ 0 \ 0 \ 0 \end{cases}^T, \quad t \geq 20\text{s}.$$
When tuning the control gains, the stability of the closed-loop system has the highest priority. Given this base requirement, the tracking accuracy and response speed are considered the main performance indicators during the tuning of the control gains. The gains of the saturated DOSMC are taken as

\[
    \begin{align*}
    k_1 &= 9.4 \cdot I_6, \\
    k_2 &= 5.6 \cdot I_6, \\
    \mu &= 1.0 \cdot I_6, \\
    \nu &= 0.55, \\
    \alpha &= \text{diag}(2.6, 2.5, 2.3, 3.1, 3.3, 2.7), \\
    \beta &= \text{diag}(1.9, 1.5, 1.5, 2.6, 2.8, 2.2), \\
    \rho &= 0.7, \\
    \kappa_1 &= 5.4 \cdot I_6, \\
    \kappa_2 &= \text{diag}(1.7, 1.3, 1.1, 2.3, 2.5, 2.0), \\
    b_2 &= 2.0 \cdot I_6, \\
    \sigma &= 0.001, \\
    \delta &= 0.7 \cdot I_6.
    \end{align*}
\]

The gains of the GC-PID are set as

\[
    \begin{align*}
    K_P &= 20 \cdot I_6, \\
    K_D &= 7.5 \cdot I_6, \\
    K_I &= 1.2 \cdot I_6.
    \end{align*}
\]

For the ISMC, \( k_1 = 3 \), \( k_2 = 1 \), and \( \eta = 0.01 \) are chosen. The simulation results are given in Figs. 2–5.

Fig. 2 shows the configuration evolution for the one-segment case. Overall, all three controllers can track the reference commands. However, the proposed method can better deal with uncertainty, especially when the additional perturbation is applied at \( t = 14 \sim 20 \text{s} \).

Figs. 3–5 illustrate the simulation results for the two-segment case. All the controllers yield stable closed-loop systems with a small tracking error. However, at the beginning of the simulation (\( t = 0 \text{s} \)) and the moment when the reference command is switched (\( t = 8 \text{s} \)), the proposed method yields better transient performance. As the additional perturbations appear at \( t = 14 \text{s} \), the saturated DOSMC soon adapts to these, while the performance of the GC-PID and ISMC controllers deteriorates. Looking at the control inputs, we can observe that saturation occurs when the reference is changed. For the proposed method, the saturation law starts producing additional control signals to compensate for the saturation at these instants [see Fig. 4(a)], leading to a better transient performance. Contrarily, since both GC-PID and ISMC do not take saturation into account, the...
performance deteriorates to varying degrees. Fig. 4(b) shows the estimation errors of the observer. The proposed observer has a fast convergence property. During $t = 14-20$ s, when additional perturbations are added to the system, it responds quickly, preventing the system from being significantly influenced by the disturbances. For a better illustration of the dynamic behavior in the workspace, Fig. 5 shows stroboscopic views of the motion of the soft robot for all three controllers.

V. EXPERIMENT

We present here the experimental results of the proposed DOSMC for the pneumatically actuated soft robotic platform shown in Fig. 6. A motion capture system is used to measure the SE(3) pose of the distal end of each segment, which is communicated to a workstation that runs inverse kinematics to identify the current robot configuration $q(t)$. The controller is implemented in Simulink and its control inputs are sent to a pressure regulator that actuates the robot. The soft arm is fabricated through the means of silicone casting [32] and consists of two segments, with the second segment having four active inflatable chambers. The segment length and mass are measured as 110 mm and 108 g, respectively. Under the PCC [23] assumption, we model the robot as inextensible through the $\Delta$-parameterization [22] so that the configuration is represented by $q = \begin{bmatrix} \Delta x_1 & \Delta y_1 & \Delta x_2 & \Delta y_2 \end{bmatrix}^T \in \mathbb{R}^4$. The stiffness and damping matrices are identified through the same least square approach used in [24], resulting in $K = \text{diag}(1.4496, 1.4496, 1.2544, 1.2544)$ Nm$^{-1}$ and $D = 4.3 \times 10^{-3} \cdot I_4$ Ns$^{-1}$, respectively. Since the actual inputs to the system are pressures $p_k$, $k = 1, \ldots, 4$, the mapping from torques to pressures proposed in [33] is adopted.

Therefore, the controller output $\tau_j$, $j = 1, \ldots, 2$; is mapped into a set of linear forces $f_i$, $i = 1, \ldots, 4$; acting along the axial direction of each chamber at a distance $d_i$ from the segment backbone. These are finally converted into the pressures $p_k$ via $f_k = p_k A_k$, where $A_k$ is the cross-sectional area of the $k$th chamber. $d_i$ and $A_k$ are extracted from the CAD model as $d_i = 13.5$ mm and $A_k = 210$ mm$^2$, respectively.

Since the first segment is unactuated, we treat its influence on the second as a dynamic uncertainty. Note that this makes the control problem significantly more challenging compared to considering just a one-segment robot. The reference configurations for the second segment are set as (in m) as

$$q(3,4,d)(t) = \begin{cases} 
[-0.3 & -0.3]^T, & 0 \leq t < 8 \text{s} \\
[0.2 & 0.2]^T, & t \geq 8 \text{s}.
\end{cases}$$

(31)

The experiment lasts 16 s and the control loop is executed at 100 Hz. The pressure vector $p = [p_1 \ p_2 \ p_3 \ p_4]^T$ is restricted to the set $p \in [0, p_{\text{max}}]$ with $p_{\text{max}} = [0.55 \ 0.55 \ 0.45 \ 0.45]^T$ bar. These pressure limits can then be mapped into configuration space using the actuation matrix $A_q$ (e.g., $\tau_q,_{\text{max}} = A_q p_{\text{max}}$) and subsequently used in the controller.

For comparison purposes, experiments with the GC-PID and ISMC controllers are also conducted. We use the same tuning strategy to identify control gains as for the simulations. The gains of the GC-PID are chosen as $K_P = \text{diag}(0.88, 0.55)$, $K_D = \text{diag}(0.15, 0.12)$, and $K_I = \text{diag}(0.9, 0.7)$. The gains of ISMC are set to $k_1 = 3$, $k_2 = 4.5$, and $\eta = 0.01$. For the saturated DOSMC, the gains of the observer and the saturation law are the same as the simulations, while the control gains are $\nu = 0.55$, $\delta = 0.01$, $\alpha = \text{diag}(8.9, 6.7)$, $\beta = \text{diag}(4.5, 4.8)$, $\rho = 0.7$, $\kappa_1 = \text{diag}(5.1, 4.7)$, and $\kappa_2 = \text{diag}(2.3, 3.0)$. To avoid possible chattering introduced by the sgn function, the boundary layer technique proposed in [27] is adopted.

The experimental results are presented in Figs. 7–11. Figs. 7 and 8 show the evolution of system states and input pressures of GC-PID and ISMC, respectively. The closed-loop behaviors of the two controllers are comparable. Both of them can regulate the system to the preset configuration, but the transient performances are poor with long settling times (around 5 s for
Fig. 7. Experimental results: Time evolution of the configuration variables and the input pressures for the GC-PID regulator. (a) Configuration for the GC-PID. (b) Input pressures of the GC-PID.

Fig. 8. Experimental results: Time evolution of the configuration variables and the input pressures for the ISMC regulator. (a) Configuration for the ISMC. (b) Input pressures of the ISMC.

Fig. 9. Experimental results: Time evolution of the configuration variables and of the input pressures for the DOSMC without the saturation law (16). (a) Configuration for the DOSMC. (b) Input pressures for the DOSMC.

both controllers) and persistent small oscillations. Fig. 9 shows the results for the DOSMC without saturation law (16). As it is possible to observe from Fig. 9(a), the DOSMC yields significantly better performance compared to GC-PID and ISMC, the system states are smoother, and the settling time is dramatically reduced (within 0.5 s). As presented in Fig. 9(b), the corresponding control inputs of the DOSMC are more aggressive than GC-PID and ISMC. This is because the observer generates additional input signals that quickly compensate for the system uncertainty, as shown in Fig. 10(c). We also tried to increase the control gains of GC-PID and ISMC to improve their transient performance, but this did not achieve better results. Note that when the reference is switched at $t = 8$ s, the DOSMC without saturation law is very aggressive and produces large control signals resulting in an overshooting behavior. Reducing observer and controller gains would help reduce the overshoot, but it may sacrifice performance with respect to other metrics, such as response speed and steady-state error. There exists a variety of tradeoffs for tuning the observer and controller gains, and the used gain selection strategy should always be based on the respective task requirements. While tuning the control gains in this article, we aimed for a small steady-state error and a fast response speed while accepting some overshoot. This overshoot is slightly reduced when using the saturated DOSMC instead of the plain DOSMC, as shown in Fig. 10(a). The corresponding saturation law curves are plotted in Fig. 10(d). The motion sequence of the system for the proposed controller is presented in Fig. 11 to aid the interpretation of the robot’s configuration values.

VI. CONCLUSION

In this work, we proposed a model-based control architecture for shape regulation of soft robots robust to system uncertainties and can deal with input saturation. The scheme included an SMC
to steer the configuration to the desired equilibrium, an observer to estimate the system uncertainty, and an adaptive law to ensure closed-loop stability despite the presence of input saturation. We analyzed the controller from a theoretical standpoint to assess the stability in closed loop. We validated the theoretical results through simulations and experiments. Future work will extend the architecture to execute tasks involving interactions with an unstructured environment.
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