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#### Abstract

In spite of the importance of identification mechanisms in ontology engineering, the Description Logics at the basis of current reasoners do not include modeling features for expressing identification constraints. In this paper, we consider a powerful class of identification constraints, which allow for using roles, inverses, and paths, thus capturing sophisticated forms of identifications often needed in real-world applications. We show that, when used with no limitations, such path-based identification constraints are problematic with respect to effectiveness/efficiency of reasoning. We then propose a restricted form of these constraints, called local, requiring that at least one of the component paths of the concept identifier is a direct property of the concept. We argue that such a restriction is not a severe limitation in practice, and we show that local path-based identification constraints do not increase the complexity of reasoning both in very expressive Description Logics and in the tractable DL-Lite family.


## Introduction

Description Logics (DLs) are presently the most popular formalisms for expressing ontologies, and are at the basis of Ontology Languages for the Semantic Web, such as OWL (Bechhofer et al. 2004). Identity is one of the main principles in ontology engineering (Welty and Guarino 2001), and methods for explicitly asserting identity properties are provided in some modeling languages. For example, mechanisms for identifying objects using attribute values or their participation to relationships are present in most conceptual modeling formalisms used in software engineering, databases, and information systems (Fowler and Scott 1997; Chen 1976; Hull and King 1987).

In spite of the importance of identity, the DLs at the basis of current DL reasoners do not include specific mechanisms for expressing identification constraints. For example, in $\mathrm{OWL}^{1}$, the only way to specify identification is through the use of one-to-one relationships, and this corresponds to a very limited form of identification. More powerful identification mechanisms have been already studied in the context of very expressive Description Logics, see, e.g., (Cal-

[^0]vanese, De Giacomo, and Lenzerini 2001; Lutz et al. 2005; Toman and Weddell 2008), but they have not been incorporated in DL reasoners yet.

Following the above mentioned papers, we argue for the usefulness of identification constraints in modeling a domain of interest through an ontology. For example, in the context of geographic information systems, the fact that a location is identified by its coordinates should be considered as part of the very definition of location. The lack of identification mechanisms is even more serious if one considers that in most DLs both n-ary relations and attributes of roles are missing. Indeed, the only way to represent an arbitrary $n$-ary relation in the most popular DLs is through the well-known reification ${ }^{2}$ technique (Baader et al. 2003). Reification, as well as modeling attributes of roles, actually need identification constraints, as we briefly illustrate in the following simple example.

Consider the notion of enrolment, where each instance relates a student $s$, a program $p$ (e.g., Computer Science), and the year of enrolment of $s$ in $p$, in such a way that no two instances exist for the same pair $(s, p)$. This notion can be modeled in FOL with a ternary relation, but in DLs with binary relations only, it must be represented by the reified concept enrolment, two functional binary roles HAS-STUDENT (from enrolment to student) and HAS-PROGRAM (from enrolment to program), and one functional attribute year for enrolment. However, in order for this reified representation to be correct, we must also impose that no two distinct instances of enrolment exist that are connected to the same pair of fillers for HAS-STUDENT and HAS-PROGRAM. This is exactly what an identification constraint can be used for: in this case, HAS-STUDENT and HAS-PROGRAM form an identifier for enrolment.

To continue the example, suppose that every program is offered by one or more universities (forming a sort of consortium), represented by the binary role OFFERED-BY from program to the concept university, and that every student has a code, represented by the functional attribute code for student, that is unique for all universities offering the programs in which she is enrolled. To model this situation,

[^1]we need to define an identifier for student constituted by the combination of code and the path connecting the student to the universities through the program she is enrolled in. Note that this path is constituted by the composition of the inverse of the role HAS-STUDENT, the role HAS-PROGRAM and the role OFFERED-BY.

The above example shows the need of sophisticated forms of identification constraints to accurately model the domain of interest. In particular, the example calls for identification constraints including paths with (non-functional) roles and inverse roles, called path-based identification constraints. According to our experience (see, for instance, (Amoroso et al. 2008)), this example represents a typical situation, as such constraints are of vital importance in modeling realworld applications. Therefore, the lack of identification mechanisms in ontology languages is one of the most relevant gaps between requirements from the real world, and current semantic technologies.

In this paper, we carry out an extensive study of pathbased identification constraints in the context of two DLs, the expressive DL $\mathcal{A L C} \mathcal{L} b_{\text {reg }}$ (Calvanese, Eiter, and Ortiz 2007), and the tractable DL $D L-$ Lite $_{\mathcal{A}}$ (Poggi et al. 2008). Our contributions can be summarised as follows:

- We show that path-based identification constraints with no limitations are problematic with respect to the effectiveness/efficiency of reasoning. In particular, adding such constraints to $\mathcal{A L C I}$ leads to undecidability, whereas extending $D$ L-Lite $_{\mathcal{A}}$ with path-based identifiers makes query answering NLOGSpace-hard with respect to ABox complexity, and therefore computationally harder than in $D L-$ Lite $_{\mathcal{A}}$.
- We propose a restricted form of path-based identification constraints, which we call local, requiring that at least one of the component paths of the identifier has length 1 . Intuitively, this means that every identifier of a concept $C$ must include at least one direct (or "local") property of $C$. We show that adding identification constraints of this restricted form does not increase the complexity of reasoning both in $\mathcal{A L C Q I b} b_{\text {reg }}$, and in DL-Lite $\mathcal{A}_{\mathcal{A}}$. Conversely, our results imply that going beyond the locality restriction leads to undecidability/increase in complexity.
Note that all identification constraints discussed in the above examples are indeed local, and so are virtually all identification mechanisms introduced in conceptual modeling (Hull and King 1987) (see, for example, the notion of "weak entity" in the Entity-Relationship model). More generally, we argue that local path-based identification constraints capture most of the identifiers needed in real applications, and therefore locality does not constitute a severe limitation in practice.

Although this is not the first investigation on this subject, previous work concentrated on special cases of identification constraints, such as paths with only functional roles, paths with no inverses, or paths of length 1 (related work is discussed in detail in Section 3). More precisely, to the best of our knowledge, the results presented in this paper are the first decidability/tractability results on path-based identification constraints with roles and inverse roles. Our work can
provide the basis for incorporating powerful forms of identification constraints in DLs, including OWL, and for extending current DL reasoners with suitable capabilities for dealing with such constraints, thus filling the gap between semantic technologies and one of the most important modeling requirements coming from real world applications.

The rest of the paper is organized as follows. In the next section we describe the two DLs studied in our work. In the following section we provide the formal definitions of the identification constraints proposed in the paper, we present examples of ontologies with such constraints, and we discuss related work. In the two following sections we investigate the issue of adding path-based identification constraints to expressive DLs and to tractable DLs, respectively. Finally, the last section provides our conclusions.

## Preliminaries

We briefly discuss the two main DLs considered in this paper, namely $\mathcal{A L C Q I} b_{\text {reg }}$ (Calvanese, Eiter, and Ortiz 2007), and DL-Lite $\mathcal{A}_{\mathcal{A}}$ (Poggi et al. 2008).
$\mathcal{A L C Q I} b_{\text {reg }}$ is one of the most expressive DLs proposed in the literature. It can encode $\mathcal{D} \mathcal{L} \mathcal{R} / \mathcal{L} \mathcal{R}_{\text {reg }}, \mathcal{S H \mathcal { L } \mathcal { Q } \text { , and }}$ PDL with inverse and graded modalities. Moreover, answering unions of conjunctive queries over $\mathcal{A L C Q I} b_{\text {reg }}$ knowledge bases (KBs) has been shown to be decidable (Calvanese, Eiter, and Ortiz 2007). Concepts and roles in this DL are formed according to the following syntax,

$$
\begin{aligned}
C, C^{\prime} & \longrightarrow \\
& A|\neg C| C \sqcap C^{\prime}\left|C \sqcup C^{\prime}\right| \forall R \cdot C \mid \\
Q, Q^{\prime} & \exists R \cdot C|\geqslant n Q \cdot C| \leqslant n Q \cdot C \\
R, R^{\prime} \longrightarrow & P\left|P^{-}\right| Q \cap Q^{\prime}\left|Q \cup Q^{\prime}\right| Q \backslash Q^{\prime} \\
& Q\left|R \cup R^{\prime}\right| R \circ R^{\prime}\left|R^{*}\right| C ?
\end{aligned}
$$

where $A$ denotes an atomic concept, $P$ an atomic role, $P^{-}$ the inverse of an atomic role, $C$ an arbitrary concept, and $R$ an arbitrary role. Furthermore, $\neg C, C \sqcap C^{\prime}, C \sqcup C^{\prime}$, $\forall R . C$, and $\exists R . C$ denote negation of concepts, concept intersection, concept union, value restriction, and qualified existential quantification on roles, respectively. We then use $Q$ to denote basic roles, which are those roles that may occur in number restrictions, that are expressions of the form $\geqslant n Q . C$ and $\leqslant n Q . C$. A basic role can be an atomic role or its inverse, or a role obtained combining basic roles through set theoretic operators, i.e., intersection (" $\cap$ "), union (" $\cup$ "), and difference(" $\backslash$ "). W.l.o.g., we assume difference applied only to atomic roles and their inverses. Finally, observe that arbitrary roles are regular expressions over basic roles, where $R \circ R^{\prime}$ and $R^{*}$ respectively denote role composition and reflexive-transitive closure (a second order property), whereas $C$ ?, called test role, denotes the identity relation on instances of the concept $C$.

An $\mathcal{A L C Q I} b_{\text {reg }}$ knowledge base $(\mathrm{KB})$ is a pair $\mathcal{K}=$ $\langle\mathcal{T}, \mathcal{A}\rangle$, where $\mathcal{T}$ (the TBox) is a finite set of general inclusion assertions $C \sqsubseteq C^{\prime}$ with $C$ and $C^{\prime}$ arbitrary $\mathcal{A L C Q I} b_{\text {reg }}$ concepts, and $\mathcal{A}$ (the $A B o x$ ) is a finite set of membership assertions of the form $A(a), P(a, b)$, and $a \neq b$, with $A$ and $P$ respectively an atomic concept and an atomic role occurring in $\mathcal{T}$, and $a, b$ constants.

The semantics of $\mathcal{A L C Q I} b_{\text {reg }}$ concepts and roles is given in terms of interpretations, where an interpretation $\mathcal{I}=$

| $A^{\mathcal{I}}$ | $\subseteq \Delta^{\mathcal{I}}$ | $P^{\mathcal{I}}$ | $\subseteq \Delta^{\mathcal{I}} \times \Delta^{\mathcal{I}}$ |
| :--- | :--- | :--- | :--- | :--- |
| $\neg C^{\mathcal{I}}$ | $=\Delta^{\mathcal{I}} \backslash C^{\mathcal{I}}$ | $\left(P^{-}\right)^{\mathcal{I}}$ | $=\left\{\left(o, o^{\prime}\right) \mid\left(o^{\prime}, o\right) \in P^{\mathcal{I}}\right\}$ |
| $\left(C \sqcap C^{\prime}\right)^{\mathcal{I}}$ | $=C^{\mathcal{I}} \cap C^{\prime \mathcal{I}}$ | $\left(Q \cap Q^{\prime} \mathcal{I}^{\mathcal{I}}\right.$ | $=Q^{\mathcal{I}} \cap Q^{\prime \mathcal{I}}$ |
| $\left(C \sqcup C^{\prime}\right)^{\mathcal{I}}$ | $=C^{\mathcal{I}} \cap C^{\mathcal{I}}$ | $\left(Q \cup Q^{\prime}\right)^{\mathcal{I}}$ | $=Q^{\mathcal{I}} \cup Q^{\prime \mathcal{I}}$ |
| $(\forall R \cdot C)^{\mathcal{I}}$ | $=\left\{o \mid \forall o^{\prime} \cdot\left(o, o^{\prime}\right) \in R^{\mathcal{I}} \supset o^{\prime} \in C^{\mathcal{I}}\right\}$ | $\left(Q \backslash Q^{\prime}\right)^{\mathcal{I}}$ | $=Q^{\mathcal{I}} \backslash Q^{\prime \mathcal{I}}$ |
| $(\exists R \cdot C)^{\mathcal{I}}$ | $=\left\{o \mid \exists o^{\prime} \cdot\left(o, o^{\prime}\right) \in R^{\mathcal{I}} \wedge o^{\prime} \in C^{\mathcal{I}}\right\}$ | $\left(R \cup R^{\prime}\right)^{\mathcal{I}}$ | $=R^{\mathcal{I}} \cup R^{\prime \mathcal{I}}$ |
| $(\geqslant n Q . C)^{\mathcal{I}}$ | $=\left\{o\| \|\left\{o^{\prime} \in C^{\mathcal{I}} \mid\left(o, o^{\prime}\right) \in Q^{\mathcal{I}}\right\} \mid \geq n\right\}$ | $\left(R \circ R^{\prime}\right)^{\mathcal{I}}$ | $=R^{\mathcal{I}} \circ R^{\prime \mathcal{I}}$ |
| $(\leqslant n Q . C)^{\mathcal{I}}=\left\{\left\{o\| \|\left\{o^{\prime} \in C^{\mathcal{I}} \mid\left(o, o^{\prime}\right) \in Q^{\mathcal{I}}\right\} \mid \leq n\right\}\right.$ | $\left(R^{*}\right)^{\mathcal{I}}$ | $=\left(R^{\mathcal{I}}\right)^{*}$ |  |
|  |  | $(C ?)^{\mathcal{I}}$ | $=\left\{(o, o) \mid o \in C^{\mathcal{I}}\right\}$ |
|  |  |  |  |

Figure 1: Interpretation of $\mathcal{A L C Q} \mathcal{L b}_{\text {reg }}$ concepts and roles
$\left(\Delta^{\mathcal{I}}, \cdot^{\mathcal{I}}\right)$ consists of a non-empty interpretation domain $\Delta^{\mathcal{I}}$ and an interpretation function ${ }^{\mathcal{I}}$, defined in Figure 1.

An interpretation $\mathcal{I}$ satisfies an inclusion assertion $C \sqsubseteq$ $C^{\prime}$, if $C^{\mathcal{I}} \subseteq C^{\prime \mathcal{I}}$.

To specify the semantics of $\mathcal{A L C Q I} b_{\text {reg }}$ ABox assertions, we extend the interpretation function to constants, by assigning to each constant $a$ a object $a^{\mathcal{I}} \in \Delta^{\mathcal{I}}$. Note that, for $\mathcal{A} \mathcal{L C} \mathcal{Q} b_{\text {reg }}$, we do not enforce the unique name assumption on constants (Baader et al. 2003). Then, an interpretation $\mathcal{I}$ satisfies a membership assertion $A(a)$ if $a^{\mathcal{I}} \in A^{\mathcal{I}}$, a membership assertion $P(a, b)$ if $\left(a^{\mathcal{I}}, b^{\mathcal{I}}\right) \in P^{\mathcal{I}}$, and an assertion of the form $a \neq b$ if $a^{\mathcal{I}} \neq b^{\mathcal{I}}$.

We now turn to $D$ L-Lite $_{\mathcal{A}}$, a member of the DL-Lite family (Calvanese et al. 2007c; 2006b), and hence a tractable DL particularly suited for dealing with KBs with very large ABoxes, which can be managed through relational database technology. DL-Lite $\mathcal{A}_{\mathcal{A}}$ distinguishes concepts from valuedomains, which denote sets of (data) values, and roles from attributes, which denote binary relations between objects and values. Concepts, roles, attributes, and value-domains in this DL are formed according to the following syntax ${ }^{3}$ :

| $B \longrightarrow A$ | $\exists Q \mid \delta(U)$ | $E \longrightarrow \rho(U)$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $C \longrightarrow B$ | $\neg B$ | $F \longrightarrow T_{D}\left\|T_{1}\right\| \cdots \mid T_{n}$ |  |  |
| $Q \longrightarrow P$ | $P^{-}$ | $V \longrightarrow U \mid \neg U$ |  |  |

In such rules, $A, P$, and $P^{-}$respectively denote an atomic concept, an atomic role, and the inverse of an atomic role, exactly as in $\mathcal{A L C Q I} b_{\text {reg }}, Q$ and $R$ respectively denote a basic and an arbitrary role as in $\mathcal{A L C Q I} b_{\text {reg }}$, but with a different syntax, whereas $B$ denotes a basic concept, $U$ an atomic attribute, $V$ an arbitrary attribute, $E$ a basic valuedomain, and $F$ an arbitrary value-domain. Furthermore, $\delta(U)$ denotes the domain of $U$, i.e., the set of objects that $U$ relates to values; $\rho(U)$ denotes the range of $U$, i.e., the set of values that $U$ relates to objects; $T_{D}$ is the universal value-domain; $T_{1}, \ldots, T_{n}$ are $n$ pairwise disjoint unbounded value-domains, corresponding to RDF data types, such as xsd:string, xsd:integer, etc.

[^2]A $D L-$ Lite $_{\mathcal{A}} \mathrm{KB}$ is a pair $\mathcal{K}=\langle\mathcal{T}, \mathcal{A}\rangle$, where $\mathcal{T}$ is the TBox and $\mathcal{A}$ the ABox. The TBox $\mathcal{T}$ is defined as follows:
(1) $\mathcal{T}$ is a finite set of assertions of the forms

$$
\begin{array}{rrlr}
B \sqsubseteq C & Q \sqsubseteq R & E \sqsubseteq F & U \sqsubseteq V \\
& (\text { funct } Q) & (\text { funct } U) &
\end{array}
$$

where, from left to right, assertions of the first row respectively denote inclusions between concepts, roles, valuedomains, and attributes, whereas assertions of the second row denote functionality on roles and on attributes.
(2) $\mathcal{T}$ satisfies the following conditions:

- for each atomic role $P$, if either (funct $P$ ) or (funct $P^{-}$) occur in $\mathcal{T}$, then $\mathcal{T}$ does not contain assertions of the form $Q^{\prime} \sqsubseteq P$ or $Q^{\prime} \sqsubseteq P^{-}$, where $Q^{\prime}$ is a basic role;
- for each atomic attribute $U$, if (funct $U$ ) occurs in $\mathcal{T}$, then $\mathcal{T}$ does not contain assertions of the form $U^{\prime} \sqsubseteq U$, where $U^{\prime}$ is an atomic attribute.

Intuitively, the conditions stated at point (2) say that, in $D L-$ Lite $_{\mathcal{A}}$ TBoxes, roles and attributes occurring in functionality assertions cannot be specialized.

In order to define $D$ L-Lite $_{\mathcal{A}}$ ABoxes, we need to explicitly define the set of constants used in such ABoxes. We denote with $\Gamma$ the alphabet for constants, which we assume partitioned into two sets, namely, $\Gamma_{V}$ (the set of constant symbols for values), and $\Gamma_{O}$ (the set of constant symbols for objects). In turn, $\Gamma_{V}$ is partitioned into $n$ sets $\Gamma_{V_{1}}, \ldots, \Gamma_{V_{n}}$, where each $\Gamma_{V_{i}}$ is the set of constants for the values in the value-domain $T_{i}$. Notice that every $\Gamma_{V_{i}}$ is infinite, that is, we only consider unbounded value-domains. Then, the ABox $\mathcal{A}$ is a finite set of membership assertions of the forms $A(a)$, $P(a, b)$, and $U(a, v)$, where $A, P$, and $U$ are as above, $a$ and $b$ are object constants in $\Gamma_{O}$, and $v$ is a value constant in $\Gamma_{V}$.

The semantics of $D L_{\text {-Lite }}^{\mathcal{A}}$ concepts, roles, attributes and value-domains is given in terms of interpretations. We notice that all $D$--Lite $_{\mathcal{A}}$ interpretations agree on the semantics assigned to each value-domain $T_{i}$ and to each constant in $\Gamma_{V}$. More precisely, we assume to have a unique (infinite, non-empty) domain $\Delta_{V}$ used to interpret constants in $\Gamma_{V}$, and partitioned into $n$ infinite, non-empty subsets

$$
\begin{array}{lll}
A^{\mathcal{I}} & \subseteq \Delta_{O}^{\mathcal{I}} & P^{\mathcal{I}} \\
\left(\delta(U) \subseteq \Delta_{O}^{\mathcal{I}} \times \Delta_{O}^{\mathcal{I}}\right. \\
(\exists Q)^{\mathcal{I}} & =\left\{o \mid \exists o .(o, v) \in U^{\mathcal{I}}\right\} & \left(P^{-}\right)^{\mathcal{I}}=\left\{\left(o, o^{\prime}\right) \mid\left(o^{\prime}, o\right) \in P^{\mathcal{I}}\right\} \\
\left(\exists \mid \exists o^{\prime} .\left(o, o^{\prime}\right) \in Q^{\mathcal{I}}\right\} & (\neg Q)^{\mathcal{I}}=\left(\Delta_{O}^{\mathcal{I}} \times \Delta_{O}^{\mathcal{I}}\right) \backslash Q^{\mathcal{I}} \\
(\neg B)^{\mathcal{I}} & =\Delta_{O}^{\mathcal{I}} \backslash B^{\mathcal{I}} & U^{\mathcal{I}} \subseteq \subseteq \Delta_{O}^{\mathcal{I}} \times \Delta_{V} \\
\mathrm{~T}_{D}^{\mathcal{I}} & =\Delta_{V} & (\neg U)^{\mathcal{I}}=\left(\Delta_{O}^{\mathcal{I}} \times \Delta_{V}\right) \backslash U^{\mathcal{I}} \\
(\rho(U))^{\mathcal{I}}=\left\{v \mid \exists o .(o, v) \in U^{\mathcal{I}}\right\} & &
\end{array}
$$

Figure 2: Interpretation of $D L-$ Lite $_{\mathcal{A}}$ concepts, roles, and attributes
$\operatorname{val}\left(T_{1}\right), \ldots, \operatorname{val}\left(T_{n}\right)$, where each $\operatorname{val}\left(T_{i}\right)$ is used to interpret the corresponding $T_{i}$, in such a way that each value constant $v \in \Gamma_{V_{i}}$ is interpreted as one distinct value in $\operatorname{val}\left(T_{i}\right)$.

Then, a $D L$-Lite $\mathcal{A}_{\mathcal{A}}$ interpretation $\mathcal{I}=\left(\Delta^{\mathcal{I}}, \cdot^{\mathcal{I}}\right)$ consists of a non-empty interpretation domain $\Delta^{\mathcal{I}}=\Delta_{V} \cup \Delta_{O}^{\mathcal{I}}$, where $\Delta_{O}^{\mathcal{I}}$ is the domain used to interpret object constants in $\Gamma_{O}$, and of an interpretation function $\cdot^{\mathcal{I}}$, which is defined in Figure 2 . We say that an interpretation $\mathcal{I}$ satisfies

- a concept (resp., value-domain, role, attribute) inclusion assertion $B \sqsubseteq C$ (resp., $E \sqsubseteq F, Q \sqsubseteq R, U \sqsubseteq V$ ), if $B^{\mathcal{I}} \subseteq C^{\mathcal{I}}$ (resp., $E^{\mathcal{I}} \subseteq F^{\mathcal{I}}, \bar{Q}^{\mathcal{I}} \subseteq R^{\mathcal{I}}, U^{\mathcal{I}} \subseteq V^{\overline{\mathcal{I}}}$ ),
- a role functionality assertion (funct $Q$ ), if for each $o, o^{\prime}, o^{\prime \prime} \in \Delta_{O}^{\mathcal{I}}$, we have that $\left(o, o^{\prime}\right) \in Q^{\mathcal{I}}$ and $\left(o, o^{\prime \prime}\right) \in$ $Q^{\mathcal{I}}$ implies $o^{\prime}=o^{\prime \prime}$,
- an attribute functionality assertion (funct $U$ ), if for each $o \in \Delta_{O}^{\mathcal{I}}$ and $o_{v}^{\prime}, o_{v}^{\prime \prime} \in \Delta_{V}$, we have that $\left(o, o_{v}^{\prime}\right) \in U^{\mathcal{I}}$ and $\left(o, o_{v}^{\prime \prime}\right) \in U^{\mathcal{I}}$ implies $o_{v}^{\prime}=o_{v}^{\prime \prime}$.
To specify the semantics of $D$ L-Lite $_{\mathcal{A}}$ membership assertions, we extend the interpretation function to object constants (interpretation of value constants has been discussed above), by assigning to each constant $a \in \Gamma_{O}$ an object $a^{\mathcal{I}} \in \Delta_{O}^{\mathcal{I}}$. Note that, differently from $\mathcal{A} \mathcal{L C} \mathcal{Q} \mathcal{I b}_{\text {reg }}$, in DL-Lite $\mathcal{A}_{\mathcal{A}}$ we adopt the unique name assumption on both value and object constants, i.e., for each $a, b \in \Gamma, a \neq b$ implies $a^{\mathcal{I}} \neq b^{\mathcal{I}}$. Then, an interpretation $\mathcal{I}$ satisfies a membership assertion $A(a)$ (resp., $P(a, b), U(a, v)$ ) if $a^{\mathcal{I}} \in A^{\mathcal{I}}$ (resp., $\left.\left(a^{\mathcal{I}}, b^{\mathcal{I}}\right) \in P^{\mathcal{I}},\left(a^{\mathcal{I}}, v^{\mathcal{I}}\right) \in U^{\mathcal{I}}\right)$.

With the above notions in place, we can introduce the definition of model for either a $D$ L-Lite $_{\mathcal{A}}$ or an $\mathcal{A L C Q I} b_{\text {reg }}$ $\mathrm{KB} \mathcal{K}=\langle\mathcal{T}, \mathcal{A}\rangle$. Precisely, we say that an interpretation $\mathcal{I}$ is a model of $\mathcal{T}$ (resp., $\mathcal{A}$ ) if $\mathcal{I}$ satisfies all the assertions in $\mathcal{T}$ (resp., $\mathcal{A}$ ). A model of $\mathcal{K}$ is a model of both $\mathcal{T}$ and $\mathcal{A}$. Obviously, the meaning of satisfaction here depends on the DL in which $\mathcal{K}$ is specified (i.e., $D L-$ Lite $_{\mathcal{A}}$ or $\mathcal{A} \mathcal{L C Q I} b_{\text {reg }}$ ).

We now concentrate on reasoning. The reasoning services we consider in this paper are $K B$ satisfiability, i.e., determining whether a knowledge base $\mathcal{K}$ admits at least one model, and answering unions of conjunctive queries.

A union of conjunctive queries (UCQ) $q$ over either an $\mathcal{A L C Q I} b_{\text {reg }}$ or a $D$ L-Lite $_{\mathcal{A}} \mathrm{KB} \mathcal{K}$ is an expression of the form $q(\vec{x}) \leftarrow \exists \overrightarrow{y_{1}} \cdot \operatorname{conj}_{1}\left(\vec{x}, \overrightarrow{y_{1}}\right) \vee \cdots \vee \exists \overrightarrow{y_{n}} \cdot \operatorname{conj}_{n}\left(\vec{x}, \overrightarrow{y_{n}}\right)$, where $\vec{x}$ are the distinguished variables, $\overrightarrow{y_{1}}, \ldots, \overrightarrow{y_{n}}$ are the non-distinguished variables, and each $\operatorname{conj}_{i}\left(\vec{x}, \overrightarrow{y_{i}}\right)$ is a conjunction of atoms of the form $D(z), S\left(z, z^{\prime}\right), z=z^{\prime}$, where
$D$ denotes a concept (resp., basic value-domain, or arbitrary value-domain) occurring in $\mathcal{K}, S$ denotes an atomic role (resp., attribute) or the inverse of an atomic role (resp., attribute ${ }^{4}$ ) occurring in $\mathcal{K}$, and $z, z^{\prime}$ are constants in $\mathcal{K}$ or variables in $\vec{x}$ or $\overrightarrow{y_{i}}$, for some $i \in\{1, \ldots, n\}$. Given an interpretation $\mathcal{I}=\left(\Delta^{\mathcal{I}}, \cdot^{\mathcal{I}}\right), q^{\mathcal{I}}$ is the set of tuples of $\Delta^{\mathcal{I}}$ that, when assigned to the distinguished variables $\vec{x}$, make the formula $\exists \overrightarrow{y_{1}} \cdot \operatorname{conj}_{1}\left(\vec{x}, \overrightarrow{y_{1}}\right) \vee \cdots \vee \exists \overrightarrow{y_{n}} \cdot \operatorname{conj}_{n}\left(\vec{x}, \overrightarrow{y_{n}}\right)$ true in $\mathcal{I}$. Then, the set $\operatorname{cert}(q, \mathcal{K})$ of certain answers to $q$ over $\mathcal{K}$ is the set of tuples $\vec{a}$ of constants appearing in $\mathcal{K}$ such that $\vec{a}^{\mathcal{I}} \in q^{\mathcal{I}}$, for every model $\mathcal{I}$ of $\mathcal{K}$. In the following, instead of query answering, we consider, w.l.o.g., boolean query entailment $\mathcal{K} \models q$, i.e., checking whether $\rangle \in \operatorname{cert}(q, \mathcal{K})$, where $q$ is a Boolean UCQ (that is, a UCQ with no distinguished variables) and $\rangle$ denotes the empty tuple.

## Path-based identification constraints

The goal of this section is to formally introduce the constraints studied in this paper. In particular, we illustrate both syntax and semantics of such constraints, and we discuss their use by means of some examples. Finally, we compare our proposal with related work.

Since the form of identification constraints proposed in this paper is based on paths, we start our presentation by introducing the notion of path used in our context.

A path in a $\operatorname{DL} \mathcal{L}$ is an expression built according to the following syntax,

$$
\pi \longrightarrow S|D ?| \pi \circ \pi
$$

where $S$ denotes an atomic role (resp., attribute) or the inverse of an atomic role (resp., attribute) in $\mathcal{L}, D$ denotes a concept (resp., a basic value-domain, or an arbitrary value-domain) in $\mathcal{L}$, and $\pi_{1} \circ \pi_{2}$ denotes the composition of paths $\pi_{1}$ and $\pi_{2}$. Finally, the expression $D$ ? is called a test relation, which represents the identity relation on instances of $D$. Test relations are used in all those cases in which we want to impose that a path involves instances of a certain concept, basic value-domain, or arbitrary value-domain. For example, consider again the context described in the introduction in which students are enrolled in programs offered by universities. Formally, the path connecting a student to the universities is

[^3]HAS-STUDENT $\circ$ HAS-PROGRAM○OFFERED-BY. Now, if we would like to consider only paths involving master programs, modeled with the concept masterProgram, a subconcept of the concept program, we should specify the path HAS-STUDENT $\circ$ HAS-PROGRAM ○ masterProgram? ○ OFFERED-BY.

A path $\pi$ denotes a complex property for the instances of concepts: given an object $o$ in a certain interpretation $\mathcal{I}$, every object that is reachable from $o$ in $\mathcal{I}$ by means of $\pi$ is called a $\pi$-filler for $o$. Note that previous works on pathbased identification constraints generally refer to DLs where roles are total functions (Toman and Weddell 2005; 2008). Our study, instead, focuses on DLs where roles are arbitrary binary relations (and their inverse), and therefore there may be several distinct $\pi$-fillers, or no $\pi$-fillers at all, for $o$.

If $\pi$ is a path, the length of $\pi$, denoted length $(\pi)$, is 0 if $\pi$ has the form $D$ ?, is 1 if $\pi$ has the form $S$, and is length $\left(\pi_{1}\right)+$ length $\left(\pi_{2}\right)$ if $\pi$ has the form $\pi_{1} \circ \pi_{2}$. A path with length 1 is called simple.

We now turn our attention to identification constraints.
Definition 1 A path-based identification constraint (or, simply, identification constraint - IdC) in a DL $\mathcal{L}$ is an assertion of the form

$$
\left(\mathrm{id} C \pi_{1}, \ldots, \pi_{n}\right)
$$

where $C$ is a concept in $\mathcal{L}, n \geq 1$, and $\pi_{1}, \ldots, \pi_{n}$ (called the components of the identifier) are paths in $\mathcal{L}$ such that length $\left(\pi_{i}\right) \geq 1$ for all $i \in\{1, \ldots, n\}$.

Intuitively, the above constraint asserts that for any two different instances $o, o^{\prime}$ of $C$, there is at least one $\pi_{i}$ such that $o$ and $o^{\prime}$ differ in the set of their $\pi_{i}$-fillers.

An IdC (id $C \pi_{1}, \ldots, \pi_{n}$ ) is called simple if all paths $\pi_{1}, \ldots, \pi_{n}$ are simple, is called single-path IdC if $n=1$, and is called local if at least one of the paths $\pi_{1}, \ldots, \pi_{n}$ is simple (the term "local" emphasizes that at least one of the paths refers to a local property of $C$ ). Note that we have ruled out components of length 0 in IdCs, since they would make an IdC trivially satisfied in every interpretation (see below).

In order to define the semantics of IdCs, we first define the semantics of paths, and then specify the conditions for an interpretation to satisfy an IdC.

The extension $\pi^{\mathcal{I}}$ of a path $\pi$ in an interpretation $\mathcal{I}$ is defined as follows:

- if $\pi=S$, then $\pi^{\mathcal{I}}=S^{\mathcal{I}}$,
- if $\pi=D$ ?, then $\pi^{\mathcal{I}}=\left\{(o, o) \mid o \in D^{\mathcal{I}}\right\}$,
- if $\pi=\pi_{1} \circ \pi_{2}$, then $\pi^{\mathcal{I}}=\pi_{1}^{\mathcal{I}} \circ \pi_{2}^{\mathcal{I}}$, where $\circ$ denotes the composition operator on relations.
As a notation, we write $\pi^{\mathcal{I}}(o)$ to denote the set of $\pi$-fillers for $o$ in $\mathcal{I}$, i.e., $\left\{o^{\prime} \mid\left(o, o^{\prime}\right) \in \pi^{\mathcal{I}}\right\}$. Then, an interpretation $\mathcal{I}$ satisfies the IdC (id $C \pi_{1}, \ldots, \pi_{n}$ ) if for all $o, o^{\prime} \in C^{\mathcal{I}}$, $\pi_{1}^{\mathcal{I}}(o) \cap \pi_{1}^{\mathcal{I}}\left(o^{\prime}\right) \neq \emptyset \wedge \cdots \wedge \pi_{n}^{\mathcal{I}}(o) \cap \pi_{n}^{\mathcal{I}}\left(o^{\prime}\right) \neq \emptyset$ implies $o=o^{\prime}$. Observe that this definition is coherent with the intuitive reading of IdCs discussed above, in particular by sanctioning that two different instances $o, o^{\prime}$ of $C$ differ in the set of their $\pi_{i}$-fillers when such sets are disjoint.


Figure 3: Diagrammatic representation of the students ontology

## Examples

We start by considering again the students example described in the introduction. In Figure 3, we show a schematic representation of (part of) the ontology for such a domain of interest. Concepts are represented by ovals, attributes are represented by squares connected to the concepts they refer to, and roles are drawn as lines connecting the appropriate concepts. The TBox assertions capturing the students domain are given in Figure 4 (the TBox is expressed in DL-Lite $\mathcal{A}_{\mathcal{A}}$ with IdCs).

| INCLUSION ASSERTIONS |  |
| :---: | :---: |
| JHAS-STUDENT $\sqsubseteq$ enrolment |  |
| $\exists H A S$-STUDENT $\sqsubseteq$ student |  |
| $\exists H A S$-PROGRAM $\sqsubseteq$ enrolment |  |
| $\exists H A S$-PROGRAM ${ }^{-} \sqsubseteq$ program |  |
| $\exists$ OFFERED-BY $\sqsubseteq$ program |  |
| $\exists$ OFFERED-BY ${ }^{-} \sqsubseteq$ university |  |
| student $\sqsubseteq \delta$ (code) |  |
| enrolment | $\sqsubseteq \delta($ year $)$ |
| FUNCTIONAL ASSERTIONS |  |
| (funct code) (funct HAS-STUDENT) |  |
| (funct year) | (funct HAS-PROGRAM) |
| IDENTIFICATION CONSTRAINTS |  |
| (id enrolment HAS-STUDENT, HAS-PROGRAM) |  |
| (id student HAS-STUDENT ${ }^{-}$○ HAS-PROGRAM |  |
|  | - OFFERED-BY, code) |

 example

As for the IdCs given in the TBox, the first one imposes that no two instances of enrolment exist that are connected to the same pair of fillers for HAS-STUDENT and HAS-PROGRAM, whereas the second IdC imposes that no two students $s$ and $s^{\prime}$ exist with both the same code and a non-empty intersection of the sets of universities that are the $\pi$-fillers for $s$ and $s^{\prime}$, where $\pi=H A S$-STUDENT ${ }^{-} \circ$ HAS-PROGRAM○OFFERED-BY. Note that in the two IdCs, $H A S-S T U D E N T$ is used in both the direct and the inverse direction, and also that $O F F E R E D-B Y$ is a non-functional role.

Let us now consider a second, more complex example. We aim at modeling the annual national football ${ }^{5}$ championships in Europe, where the championship for a specific year and for a specific nation is called league (e.g., the 2008 Spanish Liga). A league is structured in terms of a set of

[^4]| INCLUSION ASSERTIONS |  |
| :---: | :---: |
| league $\sqsubseteq \exists O F$ |  |
| $\exists$ OF $\sqsubseteq ~ l e a g u e ~$ | match $\sqsubseteq \exists H O S T$ |
| $\exists O F^{-} \sqsubseteq$ nation | playedMatch $\sqsubseteq$ match |
| round $\sqsubseteq \exists B E L O N G S-T O$ | league $\sqsubseteq \delta$ (year) |
| $\exists$ BELONGS-TO $\sqsubseteq$ round | match $\sqsubseteq \delta($ code $)$ |
| $\exists$ BELONGS-TO ${ }^{-} \sqsubseteq$ league | round $\sqsubseteq \delta$ (code) |
| match $\sqsubseteq \exists P L A Y E D-I N$ | playedMatch $\sqsubseteq \delta($ playedOn) |
| $\exists$ PLAYED-IN $\sqsubseteq$ match | playedMatch $\sqsubseteq \delta$ (homeGoals) |
| $\exists$ PLAYED-IN ${ }^{-} \sqsubseteq$ round | playedMatch $\sqsubseteq \delta$ (hostGoals) |
| match $\sqsubseteq \exists H O M E$ | $\underset{\rho(\text { playedOn })}{ } \sqsubseteq$ xsd:date |
| $\exists H O M E \sqsubseteq$ match | $\rho($ homeGoals $\leftrightarrows$ xsd:nonNegativeInteger <br> $\rho$ (hostGoals) $\sqsubset$ xsd:nonNegativeInteger |
| $\exists \mathrm{HOME}^{-}$¢ team | $\rho$ (hostGoals) $\leftrightarrows$ xsd:nonNegativeInteger $\rho$ (code) $\sqsubseteq$ xsd:positiveInteger |
| $\exists H O S T \sqsubseteq$ match | $\rho($ year $) \sqsubseteq$ xsd:positiveInteger |
| $\exists \mathrm{HOST}^{-} \sqsubseteq$ team |  |
| FUNCTIONAL ASSERTIONS |  |
| (funct $O F$ ) | (funct year) |
| (funct BELONGS-TO) | (funct code) |
| (funct PLAYED-IN) | (funct playedOn) |
| (funct HOME) | (funct homeGoals) |
| (funct HOST) | (funct hostGoals) |
| IDENTIFICATION CONSTRAINTS |  |
| 1. (id league OF, year) | 6. (id playedMatch playedOn, HOST) |
| 2. (id round BELONGS-TO, code) | 7. (id playedMatch playedOn, HOME) |
| 3. (id match PLAYED-IN, code) | 8. (id league year, BELONGS-TO ${ }^{-}$○ PLAYED-IN ${ }^{-} \circ \mathrm{HOME}$ ) |
| 4. (id match HOME, PLAYED-IN) | 9. (id league year, BELONGS-TO ${ }^{-}$○ PLAYED-IN ${ }^{-} \circ$ HOST) |
| 5. (id match HOST, PLAYED-IN) | 10. (id match HOME, HOST, PLAYED-IN $\circ$ BELONGS-TO $\circ$ year) |

Figure 6: The TBox in $D$ - $_{\text {-Lite }}^{\mathcal{A}}$ with IdCs for the football leagues example


Figure 5: Diagrammatic representation of the football leagues ontology
rounds. In every round, a set of matches is scheduled, where each match is characterized by one home team and one host team. When a scheduled match takes place, it is played in a specific date, and for every match that has been played, the number of goals scored by the home team and by the host team are given. Note that different matches scheduled for the same round can be played in different dates.

In Figure 5 we show a schematic representation of (part of) the ontology for the football leagues domain. In this figure, the arrow represents inclusion between concepts. The TBox assertions capturing the above aspects are shown in the upper parts of Figure 6. The resulting TBox is expressed in terms of inclusion and functional $D L_{\text {-Lite }}^{\mathcal{A}}$ assertions.

A natural question to ask is how accurate such assertions are in representing the semantics of our football domain. It is not hard to see that the ontology fails to model the following:

1. no nation has two leagues in the same year;
2. within a league, the code associated to a round is unique;
3. every match is identified by its code within its round;
4. a team is the home team of at most one match per round;
5. as above for the host team;
6. no home team participates in different played matches in the same date
7. as above for the host team;
8. no home team plays in different leagues in the same year;
9. as above for the host team;
10. no pair (home team, host team) plays different matches in the same year.

All the above aspects require the notion of identifier. The resulting ontology, expressed as a TBox in DL-Lite $_{\mathcal{A}}$ with IdCs, is illustrated in Figure 6 (the labels of the IdCs refer to the item numbers in the above list). Note that all the IdCs in the TBox are local.

## Related work

Identification constraints have been investigated extensively in Databases (Abiteboul, Hull, and Vianu 1995) and in Conceptual Modeling (Brodie, Mylopoulos, and Schmidt 1984). Their importance in Description Logics has been recognized in the mid '90s, when they were introduced essentially in two variants: as a concept construct and as an assertion.

In particular, an identification construct (with simple identification, in our terminology) was added to the well-
known DL Classic (Borgida and Weddell 1997), where it was shown to keep logical implication PTime. In (Calvanese, De Giacomo, and Lenzerini 1995; De Giacomo and Lenzerini 1995) a similar construct, but with a nonstandard semantics, was added to expressive DLs, which extended $\mathcal{A L C} \mathcal{L}$, and hence allowed for negating the identification construct. Recently, in (Toman and Weddell 2008) it has been shown that allowing for negating the identification construct with a standard semantics leads to undecidability, even in very simple DLs: it suffices to allow Boolean combinations of atomic concepts and identification constructs with functional identification paths of length 1 . The best decidability result on path-based identification constructs is that in (Toman and Weddell 2005), in which Exp-Time-completeness is established for reasoning in the DL $\mathcal{D} \mathcal{L} \mathcal{F} \mathcal{A}$, which is essentially a variant of $\mathcal{A} \mathcal{L C} \mathcal{I}$ in which identification paths include functional roles only, and inverse roles are not allowed in paths.

A different line of research has looked at identification constraints as assertions (as we do here). In (Calvanese, De Giacomo, and Lenzerini 2001), identification assertions with paths of length 1 (simple IdCs, in our terminology) were added to $\mathcal{D} \mathcal{L} \mathcal{R}$, a DL that extends $\mathcal{A L C Q I}$ with relations of arbitrary arity, and it was shown that such an extension preserves the ExpTimE-completeness of logical implication. Simple IdCs were also investigated in the context of the DL-Lite-family in (Calvanese et al. 2007a).

Identification assertions were studied in (Lutz et al. 2005) for an extension of $\mathcal{A L C}$ with concrete domains, allowing for identification paths of arbitrary length but involving functional roles only, and one final concrete feature. Note that inverse roles were not considered in that work. In (Nguyen and Le Thanh 2007), a tableaux procedure for logical implication in $\mathcal{S H O I Q}$ extended with identification assertions, was proposed. Again, identification assertions allow only for simple identification paths, as in (Calvanese, De Giacomo, and Lenzerini 2001). Finally, we note that OWL-DL, both in version 1 and in version 2, does not include identification constraints. However, proposals of adding a weak form of identification assertions are currently considered ${ }^{6}$. Syntactically, such identification assertions are simple IdCs, but they are interpreted only over individuals that are explicitly present in the ontology (i.e., they require that both the identified object and the identifying objects are named individuals in the ontology), making them akin to epistemic constraints (Calvanese et al. 2007b).

## Reasoning in expressive DLs with IdCs

In this section, we investigate the addition of IdCs in expressive DLs of the $\mathcal{A L C I}$ family.

## Undecidability of $\mathcal{A L C Q I} b_{\text {reg }}$ with IdCs

We first show that if we allow for arbitrary IdCs, then reasoning becomes undecidable already in $\mathcal{A L C I}$. To do so, we exhibit a reduction from the unconstrained quadrant tiling problem (van Emde Boas 1997), which consists in deciding

[^5]whether the first quadrant of the integer grid can be tiled using a finite set of square tile types in such a way that adjacent tiles respect adjacency conditions. Tiling problems are well suited to show undecidability of variants of description and dynamic logics (van Emde Boas 1997). The crux of the undecidability proof consists in enforcing that the tiles lie on an integer grid. Once the grid structure is enforced, it is typically easy to impose the adjacency conditions on the tiles. In our case, we exploit IdCs to construct the grid, following an idea already proposed in (Calvanese, De Giacomo, and Lenzerini 2001).

Theorem 2 KB satisfiability, and thus query answering, in $\mathcal{A L C I}$ with IdCs is undecidable.

Proof (sketch). The reduction is from the unconstrained quadrant tiling problem (van Emde Boas 1997). Formally, a tiling system is a triple $S=(\mathcal{D}, \mathcal{H}, \mathcal{V})$ where $\mathcal{D}$ is a finite set of elements representing tile types and $\mathcal{H}$ and $\mathcal{V}$ are two binary relations over $\mathcal{D}$. The unconstrained quadrant tiling problem consists in verifying the existence of a tiling consistent with $S$, i.e., a mapping $\tau$ from $\mathbb{N} \times \mathbb{N}$ to $\mathcal{D}$ such that $(\tau(h, k), \tau(h+1, k)) \in \mathcal{H}$ and $(\tau(h, k), \tau(h, k+1)) \in \mathcal{V}$, for $h, k \in \mathbb{N}$. Such a problem is undecidable, more precisely $\Pi_{0}^{0}$-complete (Berger 1966; van Emde Boas 1997).

Given a tiling system $S=(\mathcal{D}, \mathcal{H}, \mathcal{V})$, we construct an $\mathcal{A L C I}$ TBox with single-path IdCs $\mathcal{T}_{S}$ as follows. We use two atomic roles $P_{0}$ and $P_{1}$ that alternate in the horizontal and vertical directions to form a grid. We also use eight atomic concepts $A_{i}^{j}$, for $i \in\{0,1\}, j \in\{0,1,2,3\}$, that are pairwise disjoint i.e., $A_{i}^{j} \sqsubseteq \neg A_{i^{\prime}}^{j^{\prime}}$, for $i \neq i^{\prime}$ or $j \neq j^{\prime}$. See Figure 7, where a node $(i, j)$ denotes an instance of $A_{i}^{j}$, and an edge labeled $i$ denotes an instance of $P_{i}$. We enforce the grid structure by means of the following assertions in $\mathcal{T}_{S}$, for each $i \in\{0,1\}, j \in\{0,1,2,3\}$ :

$$
\begin{aligned}
& A_{i}^{j} \sqsubseteq \\
& \exists P_{(i+j) \bmod 2} \cdot A_{1-i}^{j} \sqcap \exists P_{(i+j) \bmod 2} \cdot A_{i}^{(j+1) \bmod 4} \sqcap \\
& \exists P_{(i+j+1) \bmod 2}^{-} \cdot A_{1-i}^{j} \sqcap \exists P_{(i+j+1) \bmod 2}^{-} \cdot A_{i}^{(j+3) \bmod 4} \\
&\left(\text { id } A_{i}^{j} P_{(i+j) \bmod 2} \circ P_{(i+j+1) \bmod 2}\right) .
\end{aligned}
$$

We enforce the adjacency conditions on the tiles of the first quadrant by using one concept for each tile type in $\mathcal{D}$ and


Figure 7: Grid structure enforced by $\mathcal{T}_{S}$
introducing in $\mathcal{T}_{S}$ the following assertions: for each $D_{h} \in$ $\mathcal{D}, i \in\{0,1\}, j \in\{0,1,2,3\}$

$$
\begin{aligned}
D_{h} \sqcap A_{i}^{j} \sqsubseteq & \forall P_{(i+j) \bmod 2 \cdot} \bigsqcup_{\left(D_{h}, D_{k}\right) \in \mathcal{H}} D_{k} \sqcap \\
& \forall P_{(i+j+1) \bmod 2 \cdot} \bigsqcup_{\left(D_{h}, D_{k}\right) \in \mathcal{V}} D_{k}
\end{aligned}
$$

Finally, to represent the origin of the tiling, we use the concept $C_{0}=A_{0}^{0} \sqcap \bigsqcup_{D_{h} \in \mathcal{D}} D_{h}$. Then, it is possible to show that the tiling problem associated to $S$ admits a solution if and only if the $\mathrm{KB}\left\langle\mathcal{T}_{S},\left\{C_{0}(a)\right\}\right\rangle$ is unsatisfiable.

Notice, that we can easily modify the reduction to show undecidability also in the presence of IdCs that are not single-path. Indeed, introduce an additional atomic role $P$, and for each $i \in\{0,1\}, j \in\{0,1,2,3\}$, add to $\mathcal{T}_{S}$ an assertion: $A_{i}^{j} \sqsubseteq \exists P$. Moreover, replace the single-path IdC above with:

$$
\begin{aligned}
\text { (id } A_{i}^{j} & P_{(i+j) \bmod 2 \circ} \circ P_{(i+j+1) \bmod 2}, \\
& \left.P \circ P^{-} \circ P_{(i+j) \bmod 2} \circ P_{(i+j+1) \bmod 2}\right) .
\end{aligned}
$$

Since each instance of an $A_{i}^{j}$ concept is forced to have an outgoing $P$-edge, two such instances will have a common $P_{(i+j) \bmod 2} \circ P_{(i+j+1) \bmod 2}$-successor if and only if they also have a common $P \circ P^{-} \circ P_{(i+j) \bmod 2} \circ P_{(i+j+1) \bmod 2^{-}}$ successor. Actually, both successors will coincide.

## Decidability of $\mathcal{A L C Q} \mathcal{L} b_{\text {reg }}$ with local IdCs

We now show that, if we extend $\mathcal{A L C Q I} b_{\text {reg }}$ with local IdCs, then answering unions of conjunctive queries becomes decidable. The intuition behind the decidability result is that local IdCs preserve the tree-model property of $\mathcal{A L C Q I} b_{\text {reg }}$. More precisely, given an interpretation $\mathcal{I}$, consider the undirected graph $G_{\mathcal{I}}$ whose set of nodes is $\Delta^{\mathcal{I}}$ and in which there is an edge $\left(o, o^{\prime}\right)$ iff $\left(o, o^{\prime}\right) \in P^{\mathcal{I}}$ or $\left(o^{\prime}, o\right) \in P^{\mathcal{I}}$, for some atomic role $P$. A tree-shaped model $\mathcal{I}$ is a model for which $G_{\mathcal{I}}$ is a tree. In the presence of an ABox, with arbitrarily connected individuals, tree-shaped models might be ruled out. However, given a $\mathrm{KB} \mathcal{K}=\langle\mathcal{T}, \mathcal{A}\rangle$, let us define a canonical model of $\mathcal{K}$ to be a (forest-shaped) model of $\mathcal{K}$ in which each ABox individual is the root of a tree-shaped model of $\mathcal{T}$ (Calvanese and De Giacomo 2003; Vardi and Wolper 1986).
Theorem 3 Let $\mathcal{K}$ be an $\mathcal{A L C Q I} b_{\text {reg }}$ KB with local IdCs. Then $\mathcal{K}$ is satisfiable iff it has a canonical model.

Proof (sketch). It suffices to show that we can transform an arbitrary model $\mathcal{I}=\left(\Delta^{\mathcal{I}}, .^{\mathcal{I}}\right)$ of $\mathcal{K}=\langle\mathcal{T}, \mathcal{A}\rangle$ into a canonical model. For simplicity, we discuss here the case where the $\operatorname{ABox} \mathcal{A}$ contains a single individual $a$. The construction can immediately be generalized, by repeating it for each individual in $\mathcal{A}$, while taking into account in the first steps also adjacent ABox individuals. The transformation is based on the standard unfolding process (see, e.g., (Vardi and Wolper 1986)), where, starting from the object $o_{a} \in \Delta^{\mathcal{I}}$ denoting $a$, a tree model $\mathcal{I}_{t}$ is constructed, together with a mapping $\vartheta$ from $\Delta^{\mathcal{I}_{t}}$ to a (suitably chosen) subset of $\Delta^{\mathcal{I}}$. Each object $o^{\prime}$ in $\Delta^{\mathcal{I}_{t}}$ is introduced in order to satisfy an existential quantification or an at-least number restriction, proceeding by induction on the length of a (suitably chosen) path in $\mathcal{I}$ from $o_{a}$ to $\vartheta\left(o^{\prime}\right)$. The constructed model $\mathcal{I}_{t}$
is such that, when $\vartheta\left(o^{\prime}\right)=o$, then $o$ and $o^{\prime}$ satisfy the same concepts of the syntactic closure (Calvanese, Eiter, and Ortiz 2007) of $\mathcal{K}$, and for each role $R$ in the syntactic closure of $\mathcal{K}$, when $\left(o^{\prime}, o^{\prime \prime}\right) \in R^{\mathcal{I}_{t}}$ then $\left(\vartheta\left(o^{\prime}\right), \vartheta\left(o^{\prime \prime}\right)\right) \in R^{\mathcal{I}}$. Notice that, during the unfolding process, multiple "copies" of an object $o \in \Delta^{\mathcal{I}}$ may be introduced in $\Delta^{\mathcal{I}_{t}}$, i.e., multiple objects $o^{\prime}, o^{\prime \prime} \in \Delta^{\mathcal{I}_{t}}$ such that $\vartheta\left(o^{\prime}\right)=\vartheta\left(o^{\prime \prime}\right)=o$. We show that a local $\operatorname{IdC} \alpha=\left(\right.$ id $\left.C \pi_{1}, \ldots, \pi_{n}\right)$ that is satisfied in $\mathcal{I}$ will also be satisfied in $\mathcal{I}_{t}$. Towards a contradiction, assume that $\alpha$ is not satisfied in $\mathcal{I}_{t}$, i.e., that the unfolding process generates objects $\left\{u_{1}^{\prime}, u_{2}^{\prime}, o_{1}^{\prime}, \ldots, o_{n}^{\prime}\right\} \subseteq \Delta^{\mathcal{I}_{t}}$, with $u_{1}^{\prime} \neq u_{2}^{\prime}$, such that $\left\{u_{1}^{\prime}, u_{2}^{\prime}\right\} \subseteq C^{\mathcal{I}_{t}}$ and $\left\{\left(u_{1}^{\prime}, o_{i}^{\prime}\right),\left(u_{2}^{\prime}, o_{i}^{\prime}\right)\right\} \subseteq \pi_{i}^{\mathcal{I}_{t}}$, for $i \in\{1, \ldots, n\}$. Since $\alpha$ is local, there is an atomic or inverse atomic role $S$ (that, together with tests, constitutes $\pi_{1}$ ) such that $\left\{\left(u_{1}^{\prime}, o_{1}^{\prime}\right),\left(u_{2}^{\prime}, o_{1}^{\prime}\right)\right\} \subseteq S^{\mathcal{I}_{t}}$. Since $u_{1}^{\prime} \neq u_{2}^{\prime}$, and $\mathcal{I}_{t}$ is a tree-model, this can occur only in one of the following cases:

- Both $u_{1}^{\prime}$ and $u_{2}^{\prime}$ are $S^{-}$-children of $o_{1}^{\prime}$ in $\mathcal{I}_{t}$. Then, in order for the unfolding process to generate two distinct children of a node, also in $\mathcal{I}$ we have that $\vartheta\left(u_{1}^{\prime}\right) \neq \vartheta\left(u_{2}^{\prime}\right)$.
- $o_{1}^{\prime}$ is an $S$-child of $u_{1}^{\prime}$, and $u_{2}^{\prime}$ is an $S^{-}$-child of $o_{1}^{\prime}$. Then, the unfolding process has first generated $o_{1}^{\prime}$ as an $S$-child of $u_{1}^{\prime}$, due to the presence of the $S$-successor $\vartheta\left(o_{1}^{\prime}\right)$ of $\vartheta\left(u_{1}^{\prime}\right)$ in $\mathcal{I}$. In such a situation, a new $S^{-}$-child $u_{2}^{\prime}$ of $o_{1}^{\prime}$ will be generated only if required by the presence of an $S^{-}$-successor of $\vartheta\left(o_{1}^{\prime}\right)$ in $\mathcal{I}$ that is different from $\vartheta\left(u_{1}^{\prime}\right)$. Hence $\vartheta\left(u_{1}^{\prime}\right) \neq \vartheta\left(u_{2}^{\prime}\right)$.
- $o_{1}^{\prime}$ is an $S$-child of $u_{2}^{\prime}$, and $u_{1}^{\prime}$ is an $S^{-}$-child of $o_{1}^{\prime}$. This case is symmetric to the preceding one.
Let $u_{1}=\vartheta\left(u_{1}^{\prime}\right), u_{2}=\vartheta\left(u_{2}^{\prime}\right)$, and $o_{i}=\vartheta\left(o_{i}^{\prime}\right)$, for $i \in\{1, \ldots, n\}$. By construction of $\mathcal{I}_{t}$ and $\vartheta$, we have that $\left\{u_{1}, u_{2}\right\} \subseteq C^{\mathcal{I}}$ and $\left\{\left(u_{1}, o_{i}\right),\left(u_{2}, o_{i}\right)\right\} \subseteq \pi_{i}^{\mathcal{I}}$, for $i \in\{1, \ldots, n\}$. In all three cases above we have $u_{1} \neq u_{2}$, which contradicts the fact that $\alpha$ is satisfied in $\mathcal{I}$.

The above result allows us to exploit techniques based on automata on infinite trees to solve the decision problem for query answering in $\mathcal{A L C Q I} b_{\text {reg }}$ with local IdCs. Specifically, we adapt to our purposes the automata based algorithm proposed in (Calvanese, Eiter, and Ortiz 2007) for checking whether $\mathcal{K} \vDash q$, where $\mathcal{K}=\left\langle\mathcal{T}_{\text {in }}, \mathcal{A}\right\rangle$ is an $\mathcal{A L C} \mathcal{L} \mathcal{I} b_{\text {reg }} \mathrm{KB}$ and $q$ is a Boolean CQ. The algorithm proceeds as follows:

1. Construct a two-way alternating automaton on infinite trees (2ATA) $A_{\mathcal{K}}$ accepting trees that represent canonical models of $\mathcal{K}$.
2. Construct a 2ATA $A_{q}$ accepting trees that represent interpretations (over the alphabet of $\mathcal{K}$ ) in which $q$ is not satisfied.
3. Complement $A_{q}$ and intersect it with $A_{\mathcal{K}}$, obtaining a (1-way) non-deterministic automaton on infinite trees (1NTA) $A_{\mathcal{K} \mid \notin q}$.
Then $A_{\mathcal{K} \not \vDash q}$ accepts infinite trees that represent counterexample models to $\mathcal{K} \models q$. Hence, $\mathcal{K} \models q$ iff $A_{\mathcal{K} \mid \neq q}$ is empty, i.e., accepts no infinite tree (Calvanese, Eiter, and Ortiz 2007).

We exploit such a technique for checking conjunctive query entailment $\mathcal{K} \models q$, where $\mathcal{K}=\langle\mathcal{T}, \mathcal{A}\rangle$, with $\mathcal{T}=$
$\mathcal{T}_{\text {in }} \cup \mathcal{C}$, where $\mathcal{T}_{\text {in }}$ is a set of $\mathcal{A L C Q I b} b_{\text {reg }}$ concept inclusion assertions, and $\mathcal{C}$ is a set of local IdCs. Let $\mathcal{K}_{\text {in }}=\left\langle\mathcal{T}_{\text {in }}, \mathcal{A}\right\rangle$. To deal with $\mathcal{K}_{i n}$ and with the CQ $q$, we proceed exactly as described above for $\mathcal{A L C Q} \mathcal{L} b_{\text {reg }}$, and construct a 1NTA $A_{\mathcal{K}_{\text {in }} \neq q}$ that accepts infinite trees representing counterexample models to $\mathcal{K}_{\text {in }} \models q$.

As a preliminary step, we define the notion of negation of a set of IdCs. Given an IdC $\alpha=\left(\right.$ id $\left.C \pi_{1}, \ldots, \pi_{n}\right)$, we define its negation $\neg \alpha$ as the Boolean CQ with an inequality

$$
\begin{aligned}
\neg \alpha=\exists \vec{x} . & C(x) \wedge C\left(x^{\prime}\right) \wedge x \neq x^{\prime} \wedge \\
& \bigwedge_{1 \leq i \leq n}\left(\tau\left(\pi_{i}\left(x, x_{i}\right)\right) \wedge \tau\left(\pi_{i}\left(x^{\prime}, x_{i}\right)\right)\right)
\end{aligned}
$$

where $\vec{x}$ are all variables appearing in the atoms of $\neg \alpha$, and $\tau(\pi(x, y))$ is inductively defined as follows:

1. if $\pi=C_{1}$ ? $\circ \cdots \circ C_{h}$ ? $\circ S \circ D_{1}$ ? $\circ \cdots \circ D_{k}$ ? (with $h \geq 0$, $k \geq 0$ ), then $\tau(\pi(x, y))=C_{1}(x) \wedge \cdots \wedge C_{h}(x) \wedge S(x, y) \wedge$ $D_{1}(y) \wedge \cdots \wedge D_{k}(y) ;$
2. if $\pi=\pi_{1} \circ \pi_{2}$, where length $\left(\pi_{1}\right)=1$ and length $\left(\pi_{2}\right) \geq$ 1 , then $\tau(\pi(x, y))=\tau\left(\pi_{1}(x, z)\right) \wedge \tau\left(\pi_{2}(z, y)\right)$, where $z$ is a new variable symbol (i.e., a variable symbol not occurring elsewhere in the query).
Intuitively, $\neg \alpha$ encodes the violation of $\alpha$ by asking for the existence of two distinct instances of $C$ identified, according to $\alpha$, by the same set of objects. Moreover, if $\mathcal{C}=\left\{\alpha_{1}, \ldots, \alpha_{m}\right\}$ then $\neg \mathcal{C}$ is the Boolean UCQ with inequalities having the form $\neg \alpha_{1} \vee \cdots \vee \neg \alpha_{m}$.

In the rest of this section, we assume w.l.o.g. that all concepts occurring in (local) IdCs are atomic. By extending the technique in (Calvanese, Eiter, and Ortiz 2007) to deal with inequalities ${ }^{7}$, we can construct from $\neg \mathcal{C}$ a 2 ATA $A_{\neg \mathcal{C}}$ accepting trees representing interpretations in which $\neg \mathcal{C}$ holds, and hence at least one of the IdCs in $\mathcal{C}$ is violated. Note that, in general it is not sufficient to restrict the attention to treeshaped models when checking entailment of a UCQ with inequalities ${ }^{8}$. However, Theorem 3 ensures that it is indeed sufficient in the case where the inequalities express the violation of local IdCs.

By complementing the 2ATA $A_{\neg \mathcal{C}}$, we obtain a 1 NTA $A_{\mathcal{C}}$ accepting the trees representing interpretations in which all IdCs in $\mathcal{C}$ are satisfied. Finally, by intersecting $A_{\mathcal{K}_{\text {in }} \neq q}$ with $A_{\mathcal{C}}$, we obtain a 1NTA $A_{\mathcal{K} \nmid q}$ accepting all trees representing models of $\mathcal{K}$. It follows from results in (Calvanese, Eiter, and Ortiz 2007; Vardi 1998) that $A_{\mathcal{K} \not \models q}$ is a 1NTA whose emptiness can be checked in time double exponential in the size of $\mathcal{K}$ and $q$. Given the lower bounds in (Lutz 2007), we get the following result.
Theorem 4 Answering UCQs in $\mathcal{A L C Q I b}$ reg with local IdCs is 2ExpTimE-complete w.r.t. combined complexity.

## Reasoning in DL-Lite $\mathcal{A}_{\mathcal{A}}$ with IdCs

In this section, we study reasoning in DL-Lite $_{\mathcal{A}}$ KBs extended with IdCs. In particular, we show that adding ar-

[^6]

Figure 8: Representation of a graph
bitrary IdCs to $D$ - $_{\text {- ite }}^{\mathcal{A}}$ K KBs makes reasoning computationally harder, while adding local IdCs to DL-Lite $\mathcal{A}_{\mathcal{A}} \mathrm{KBs}$ does not increase the computational complexity of reasoning. We recall that both KB satisfiability and answering UCQs in DL-Lite $_{\mathcal{A}}$ are in LOGSPACE with respect to ABox complexity (i.e., with respect to the size of the ABox).

First, we provide the definition of $D L_{- \text {Lite }_{\mathcal{A}}}$ with IdCs.
Definition 5 A KB in DL-Lite $_{\mathcal{A}}$ with IdCs is a pair $\langle\mathcal{T}, \mathcal{A}\rangle$, where $\mathcal{A}$ is a $D$-Lite $_{\mathcal{A}}$ ABox, and $\mathcal{T}$ is the union of two sets $\mathcal{T}^{\prime}, \mathcal{C}$, where $\mathcal{T}^{\prime}$ is a $D$-Lite $_{\mathcal{A}}$ TBox, and $\mathcal{C}$ is a set of IdCs such that

- all concepts identified in $\mathcal{C}$ are basic concepts, i.e., the concept $C$ in each IdC (cf. Definition 1) of $\mathcal{C}$ is of the form $\exists Q, \delta(U)$, or $\rho(U)$;
- all concepts appearing in the test relations in $\mathcal{C}$ are of the form $A, \exists Q, \delta(U), \rho(U), \top_{D}, T_{1}, \ldots$, or $T_{n}$;
- for each IdC $\alpha$ in $\mathcal{C}$, every role or attribute that occurs (in either direct or inverse direction) in a path of $\alpha$ is not specialized in $\mathcal{T}^{\prime}$, i.e., it does not appear in the right-hand side of assertions of the form $Q \sqsubseteq Q^{\prime}$ or $U \sqsubseteq U^{\prime}$.
Notice that the last condition is the natural generalization of the analogous condition enforced on functional roles and attributes in $D L$-Lite $_{\mathcal{A}}$ KBs (cf. Preliminaries).


## NLoGSpace-hardness of DL-Lite $_{\mathcal{A}}$ with IdCs

We now show that adding arbitrary IdCs to $D$ L-Lite $_{\mathcal{A}}$ makes reasoning computationally harder, even when we add just single-path IdCs.
Theorem 6 KB satisfiability in DL-Lite $\mathcal{A}^{9}$ with single-path IdCs is NLOGSPACE-hard with respect to ABox complexity.

Proof (sketch). The proof is based on a reduction from reachability in directed graphs, which is NLOGSpace-hard.
Let $G=\langle V, E\rangle$ be a directed graph. Reachability is the problem of deciding, given two vertices $s, t \in V$ whether there is an oriented path formed by edges in $E$ that, starting from $s$ allows one to reach $t$. We consider the graph represented through first-child and next-sibling functional relations $F, N, S$, and denote with $V^{+}$the set of vertices augmented by the nodes used in such a representation (cf. Figure 8).

From $G$ and the two vertices $s, t$ we define the $\mathrm{KB} \mathcal{K}=$ $\langle\mathcal{T}, \mathcal{A}\rangle$ as follows:

```
\(\mathcal{A}=\left\{\mathcal{R}(a, b), \mathcal{R}\left(a^{\prime}, b^{\prime}\right) \mid(a, b) \in \mathcal{R}\right.\), for \(\left.\mathcal{R} \in\{F, N, S\}\right\} \cup\)
    \(\left\{A(a) \mid a \in V^{+}\right\} \cup\)
    \(\left\{P(s\right.\), init \(), P\left(s^{\prime}\right.\), init \(\left.), C(t), C\left(t^{\prime}\right)\right\}\)
\(\mathcal{T}=\{A \sqsubseteq \exists P\} \cup\{(\) id \(C P)\} \cup\)
    \(\left\{\left(\mathrm{id} \exists P^{-} P^{-} \circ \mathcal{R}^{-} \circ P\right) \mid \mathcal{R} \in\{F, N, S\}\right\}\)
```

[^7]In other words, we encode in $\mathcal{A}$ two copies of (the representation of) $G$. In addition, we include in $\mathcal{A}$ the assertions $P(s$, init $)$ and $P\left(s^{\prime}\right.$, init $)$ connecting the two copies of the start vertex $s$ to an individual init that does not correspond to any vertex of (the representation of) $G$. We also include the assertions $C(t)$ and $C\left(t^{\prime}\right)$, which are exploited to encode the reachability test. As for the TBox, we enforce that each individual contributing to the encoding of the two copies of $G$ has an outgoing $P$ edge. Moreover, we enforce through path-identification constraints that each object that is the target of such a $P$ edge is identified by a suitable path. Finally, we enforce the identification constraint (id $C P$ ) to imply equality of $t$ and $t^{\prime}$. It can be shown that $t$ is reachable from $s$ in $G$ iff $\mathcal{K}$ is unsatisfiable.

## LOGSPACE membership of DL-Lite $\mathcal{A}_{\mathcal{A}}$ with local IdCs

In the following, we restrict our attention to local IdCs. We first present the algorithm KBSat for KB satisfiability in DL-Lite $\mathcal{A}_{\mathcal{A}}$ with local IdCs.

```
Algorithm KBSat ( \(\mathcal{K}\) )
Input: \(D L\)-Lite \(_{\mathcal{A}} \mathrm{KB}\) with local IdCs \(\mathcal{K}=\langle\mathcal{T} \cup \mathcal{C}, \mathcal{A}\rangle\)
Output: true if \(\mathcal{K}\) satisfiable, false otherwise
begin
    if \(\langle\mathcal{T}, \mathcal{A}\rangle\) is unsatisfiable
    then return false
    else begin
        \(q:=\neg \mathcal{C}\);
        \(q^{\prime}:=\operatorname{PerfectRef}(q, \mathcal{T}) ;\)
        return \(\langle\emptyset, \mathcal{A}\rangle \not \vDash q^{\prime}\)
    end
end
```

The above algorithm decides satisfiability of a DL-Lite $_{\mathcal{A}}$ KB with local IdCs as follows. First, it checks satisfiability of the ordinary $D$ L-Lite $_{\mathcal{A}} \mathrm{KB}\langle\mathcal{T}, \mathcal{A}\rangle$ (cf. (Poggi et al. 2008)) obtained from $\mathcal{K}$ by eliminating the local IdCs: if $\langle\mathcal{T}, \mathcal{A}\rangle$ is unsatisfiable, then $\mathcal{K}$ is also unsatisfiable. Otherwise, the algorithm first computes the query $\neg \mathcal{C}$ corresponding to the negation of the local IdCs in $\mathcal{K}$ (cf. previous section). Then, the algorithm computes the query $q^{\prime}$ corresponding to the perfect reformulation of query $q$ with respect to the TBox assertions in $\mathcal{T}$. Due to lack of space, we can only provide an informal description of PerfectRef. Such a reformulation is almost identical to the reformulation algorithm reported in (Calvanese et al. 2007c) for the case of UCQs without inequalities: in this modified version, the inequality predicate is considered as a new primitive role, and variables occurring in inequality atoms are never "reduced" (i.e., transformed by unification steps into non-join variables) by the reformulation. The query computed by this reformulation method is still a Boolean UCQ with inequalities.

Finally, the algorithm checks whether the $\mathrm{ABox} \mathcal{A}$ entails the Boolean UCQ $q^{\prime}$ thus computed (as explained e.g., in (Calvanese et al. 2007c), this can be done by simply evaluating $q^{\prime}$ over $\mathcal{A}$ interpreted as a relational database, which can be done in LOGSPACE w.r.t. the size of $\mathcal{A}$ ): if this is the case, then the algorithm returns false, because this implies
that the ABox violates some IdC that is logically implied by $\mathcal{T} \cup \mathcal{C}$. Otherwise, the algorithm returns true.

The following lemma states correctness of KBSat.
Lemma 7 Let $\mathcal{K}=\langle\mathcal{T} \cup \mathcal{C}, \mathcal{A}\rangle$ be a DL-Lite $\mathcal{A}_{\mathcal{A}} K B$ with local IdCs. Then, KBSat $(\mathcal{K})$ returns true if $\mathcal{K}$ is satisfiable, false otherwise.

Correctness of the algorithm KBSat immediately implies the following upper bound for KB satisfiability.
Theorem 8 KB satisfiability in DL-Lite $\mathcal{A}_{\mathcal{A}}$ with local IdCs is LOGSPACE with respect to ABox complexity.

We now turn our attention to query answering. We remark that in UCQs over $D L_{\text {-Lite }}^{\mathcal{A}}$ KBs that we consider, predicates in unary atoms are only basic concepts, and basic or arbitrary value-domains. We start by establishing a fundamental "separation" property for local IdCs in DL-Lite $\mathcal{A}_{\mathcal{A}}$.
Theorem 9 Let $\mathcal{K}=\langle\mathcal{T} \cup \mathcal{C}, \mathcal{A}\rangle$ be a $D L$-Lite $_{\mathcal{A}} K B$ with local IdCs, and let $q$ be a Boolean UCQ. If $\mathcal{K}$ is satisfiable, then $\mathcal{K} \models q$ iff $\langle\mathcal{T}, \mathcal{A}\rangle \vDash q$.

Proof (sketch). We use here the notion of chase of a $D L-$ Lite $_{\mathcal{A}} \mathrm{KB}\langle\mathcal{T}, \mathcal{A}\rangle$, denoted by $\operatorname{chase}(\langle\mathcal{T}, \mathcal{A}\rangle)$ (see (Poggi et al. 2008; Calvanese et al. 2007c)). We prove that, if $\mathcal{K}$ is satisfiable, then $\operatorname{chase}(\langle\mathcal{T}, \mathcal{A}\rangle)$ is a model of $\mathcal{C}$. In fact, since roles and attributes occurring in IdCs cannot be specialized, the following crucial property holds: for each role or attribute $S$ and for each labeled null $n$, in chase $(\langle\mathcal{T}, \mathcal{A}\rangle)$ there is at most one fact of the form $S(n, t)$ and at most one fact of the form $S(t, n)$, where $t$ is any constant or labeled null value. From this property, it immediately follows that a local IdC (recall that a local IdC has at least one path of length 1) can not be violated by a labeled null value in chase $(\langle\mathcal{T}, \mathcal{A}\rangle)$. On the other hand, if a local IdC were violated in chase $(\langle\mathcal{T}, \mathcal{A}\rangle)$ by some pair of constants, then $\mathcal{K}$ would be unsatisfiable, thus contradicting the hypothesis. Consequently, no IdC in $\mathcal{C}$ is violated in chase $(\langle\mathcal{T}, \mathcal{A}\rangle)$, thus $\operatorname{chase}(\langle\mathcal{T}, \mathcal{A}\rangle)$ is a model of $\mathcal{C}$, and hence a model of $\mathcal{K}$. Now, as shown in (Calvanese et al. 2007c), for every Boolean UCQ $q,\langle\mathcal{T}, \mathcal{A}\rangle \vDash q$ iff chase $(\langle\mathcal{T}, \mathcal{A}\rangle) \models q$. Thus, if $\langle\mathcal{T}, \mathcal{A}\rangle \not \models q$ then $\mathcal{K} \not \vDash q$. On the other hand, trivially if $\mathcal{K} \not \vDash q$ then $\langle\mathcal{T}, \mathcal{A}\rangle \not \vDash q$, hence the claim follows.

The above theorem indicates that answering UCQs in $D$-Lite $_{\mathcal{A}}$ with local IdCs can be done by first verifying KB satisfiability, and then executing query answering on the $D L-$ Lite $_{\mathcal{A}} \mathrm{KB}$ obtained by eliminating the IdCs. In other words, we have the following remarkable property: to answer UCQs over DL- $_{\text {Lite }}^{\mathcal{A}}$ KBs with local IdCs, we can essentially reuse the same machinery developed for ordinary $D$-Lite $_{\mathcal{A}} \mathrm{KBs}$. The above property and the known computational properties of query answering in DL-Lite $_{\mathcal{A}}$ immediately imply the following theorem.
Theorem 10 Answering UCQs in DL-Lite $\mathcal{A}_{\mathcal{A}}$ with local IdCs is LOGSPACE with respect to ABox complexity.

Finally, it can be shown that logical implication of TBox assertions (including identification constraints) in DL-Lite $_{\mathcal{A}}$ with local IdCs is polynomial, i.e., adding local IdCs to DL-Lite $\mathcal{A}_{\mathcal{A}} \mathrm{KBs}$ does not increase the computational complexity of TBox reasoning.

## Conclusions

Motivated by the importance of modeling identification in ontologies, we have presented a study on the notion of pathbased identification constraints in DLs. The results described in this paper provide the basis for extending current DL reasoners with suitable capabilities for dealing with identification constraints, both in the case of expressive DLs, and in the case of tractable DLs. As for the latter, we have incorporated local path-based identification constraints in the DL-Lite $_{\mathcal{A}}$ reasoner QuOnto (Acciarri et al. 2005), implementing the technique illustrated in the previous section. For the same reasoner, we are planning to add a method for dealing with non-local path-based identification constraints, in particular by treating such constraints as epistemic formulae, so as to essentially restrict their scope to the set of named individuals in the knowledge base.
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[^0]:    $\overline{\text { Copyright © }{ }^{\text {20 }} 0} 08$, Association for the Advancement of Artificial Intelligence (www.aaai.org). All rights reserved.
    ${ }^{1}$ Although we generically use the term "OWL", in this paper we focus on OWL-DL.

[^1]:    ${ }^{2}$ By reification we mean here the use of an object to denote a tuple, and it should not be confused with reification where an object is used to denote a predicate, like, for instance, in RDF.

[^2]:    ${ }^{3}$ The results given in this paper apply also to DL-Lite $_{\mathcal{A}}$ extended with role attributes (cf. (Calvanese et al. 2006a)), which are not considered here for the sake of simplicity.

[^3]:    ${ }^{4}$ The semantics of the inverse of an atomic attribute is the obvious one.

[^4]:    ${ }^{5}$ Football is called "soccer" in the United States.

[^5]:    ${ }^{6}$ http://www.w3.org/2007/OWL/wiki/Easy_Keys

[^6]:    ${ }^{7}$ A 2ATA can easily check that two variables are being mapped to different nodes of a tree.
    ${ }^{8}$ Checking entailment of a CQ with a single inequality is undecidable in expressive DLs (Calvanese, De Giacomo, and Lenzerini 1998).

[^7]:    ${ }^{9}$ Actually, the result holds for the weaker logic DL-Lite $_{\mathcal{F}}$ (Calvanese et al. 2007c).

