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CHAPTER 0

INTRODUCTION

The problem of noninteracting control has been studied since the late sixties by several authors. The papers of Falb & Wolovich ([28]), Gilbert ([36]), Morse & Wonham ([58], [89]–[90]), Basile & Marro ([1]) and Wang ([88]) are cornerstones in the noninteracting control theory for linear systems. In [58], [89]–[90] and, independently, in [1] the problem of noninteracting control has been formulated and solved in the framework of linear geometry, using mathematical tools such as linear vector spaces and matrix theory. These tools have been successfully used to address the issue of internal stability: an exhaustive theory is contained in [91]. A more algebraic approach has been pursued in [31], [36] and [88], while in [44], [46] and [73] a fundamental role is played by mathematical tools such as the Laplace transform and transfer function analysis. In the algebraic framework, we cannot help mentioning the celebrated Silverman’s structure algorithm ([74]) and its fundamental role in understanding the structure at infinity ([73]), which is intrinsically related to the problem of noninteracting control. Later, during the eighties, a combination of algebraic and geometric tools has been used to solve some of the problems left open in the late sixties ([24], [25], [28], [45] and [48]).

The first efforts to extend to nonlinear systems the noninteracting control theory, available for linear systems, peeped in only at the beginning of the seventies with the paper of Porter ([69]), followed by few others ([35], [75], [74]). In 1981, Isidori et al. ([52]) formulated and studied for the first time the problem of nonlinear noninteracting control in the framework of differential geometry and distributions, opening the way to a solution to this problem in the spirit of [1] and [91]. At the same time, Singh ([76] and [77]) extended the Silverman’s structure algorithm to a nonlinear setting. In 1985, Fliess ([32]) formulated and studied the noninteracting control problem in the framework of differential algebra. One year later, Descusse and Moog ([26] and [27]) extended to nonlinear systems the results of [88] and, at the same time, Nijmeijer and Schumacher ([62]–[64]) extended the results contained in [82], by using differential geometry and distribution theory.

In all these papers, throughout a period of nearly twenty years, the problem of internal stability has never been considered for nonlinear systems. Only in 1986, Ha and Gilbert
([41] and [42]) opened the way to a number of interesting contributions in this direction. In
1988, Isidori and Grizzle ([54]) approached this problem by using simple mathematical tools
in the framework of differential geometry, followed so far by Wagner ([78]–[79]), Battilotti
([2]–[6]) and Zhan et al. ([92]). Up to now, the nonlinear noninteracting control problem
with stability is well-understood but further work must be done either in the case of
systems with outputs partitioned into given blocks (block-partitioned outputs) or in the case
that the state of the system is not available for feedback (measurement feedback). However,
all the contributions to the nonlinear noninteracting control problem with stability are
hidden and scattered in the literature and have never been collected in an organic and
self-contained theory, as it was done in the book [91] for linear systems. These notes are
an useful supplement to the standard texts on the nonlinear control theory and present
a self-contained and exhaustive discussion of the state-of-the-art of the noninteracting
control problem with stability. This discussion contains, as a particular case, the one
developed in [91] for linear systems.

0.1 What noninteraction is?

Let us consider nonlinear systems of the form

$$\dot{x} = f(x) + \sum_{j=1}^{m} g_j(x) u_j,$$

$$y_i = h_i(x), \quad i = 1, \ldots, \nu,$$

with $x \in \mathbb{R}^n$, $u_j \in \mathbb{R}$, $j = 1, \ldots, m$, $f(x)$, $g_j(x)$, $j = 1, \ldots, m$, smooth $n$-vector functions and $h_i(x)$, $i = 1, \ldots, \nu$, smooth $p_i$-vector functions, defined on some open set of
$\mathbb{R}^n$, containing the origin. Moreover, let $\sum_{i=1}^{\nu} p_i = p$, $u = (u_1 \ldots u_m)^T$, $G(x) = (g_1(x) \ldots g_m(x))$ and $h(x) = (h_1^T(x) \ldots h_m^T(x))^T$. The system (1) has $m$ inputs
and $p$ outputs, which are partitioned into $\nu$ given blocks. Moreover, we will assume that
$x_0 = 0$ is an equilibrium point for $f(x)$, i.e. $f(0) = 0$, and that $g_1(x), \ldots, g_m(x)$ are linearly
independent vectors at each $x$ in their domain.

We will say that the system (1) is noninteractive if there exists a block partition
$u_{I_1}, \ldots, u_{I_{\nu}+1}$ of the input vector $u$, with $I_i \subset \{1, \ldots, m\}$ and $I_i \cap I_j = \emptyset$ for $j \neq i$ and
$i, j = 1, \ldots, \nu + 1$, such that each component of $y_i$ is influenced (or “controlled”) only by
the components of $u_{I_i}$. 2
In other words, a system (1) is noninteractive if there exists a disjoint block partition of the input vector such that each component of the $i$–th output block is influenced only by the components of the $i$–th input block. Note that the $(\nu + 1)$–th input block does not influence any output block (see Figure 1.1).

The property for which each component of $y_i$ is influenced only by the components of $u_I$, can be rigourously expressed in the following way. For each initial state $\bar{x}$ and for each pair of input vectors $u^1(t)$ and $u^2(t)$, defined for $t \geq 0$ and such that the components of their $i$–th block (corresponding to the partition $u_{I_1}, \ldots, u_{I_{\nu+1}}$) are equal, namely $u^1_s(t) = u^2_s(t)$ for all $s \in I_i$, we have $y^1_i(t) = y^2_i(t)$, where $y^1_i(t)$ and $y^2_i(t)$ are the outputs of the $i$–th block of $y(t)$ corresponding to $\bar{x}$ and to the input vectors $u^1(t)$ and $u^2(t)$, respectively.

Moreover, we will say that (1) is noninteractive with (local) stability in $x_0$ if, besides being noninteractive, it is also (locally) asymptotically stable in $x_0$ (in the sense of Lyapunov). In what follows, by stability we will implicitly mean asymptotic stability at the origin of the state space.

If (1) is not noninteractive with stability, we can try to modify the behaviour of the system (1) through suitable control laws in such a way that the above properties are achieved for the closed–loop system. In a natural way, one requires that these control laws preserve both the affine structure of the system (the closed–loop system depends linearly on the input vector $u$ ) and its equilibrium point (the origin of the state space is still an equilibrium point of the closed–loop system). Assuming that $x(t)$ is available for feedback (full information), we will consider either static state–feedback laws of the form

$$u = \alpha(x) + \beta(x)v, \quad v \in \mathbb{R}^m,$$

$$\alpha(0) = 0,$$

(2)
or dynamic state-feedback laws of the form

\[
\begin{aligned}
    u &= \alpha(x, w) + \beta(x, w), \quad v \in \mathbb{R}^m, \\
    \dot{w} &= \gamma(x, w) + \delta(x, w)v, \\
    \alpha(0, 0) &= 0, \quad \gamma(0, 0) = 0, \quad w \in \mathbb{R}^{n_w},
\end{aligned}
\]

with \( v \in \mathbb{R}^m, w \in \mathbb{R}^{n_w} \) and \( n_w \geq 0 \). If \( n_w = 0 \), we obtain static feedback laws. In the case that \( x(t) \) is not available (measurement feedback), we will consider output-feedback laws

\[
\begin{aligned}
    u &= \alpha(h(x), w) + \beta(h(x), w)v, \\
    \dot{w} &= \gamma(h(x), w) + \delta(h(x), w)v, \\
    \alpha(0, 0) &= 0, \quad \gamma(0, 0) = 0,
\end{aligned}
\]

The control laws of the form (2) are said to be regular if the matrix \( \beta(x) \) is invertible at each \( x \) of an open and dense subset of \( \mathbb{R}^n \). More generally, the control laws of the form (3) are said to be invertible if the system

\[
\begin{aligned}
    \dot{x} &= f(x) + G(x)\alpha(x, w) + G(x)\beta(x, w)v, \\
    \dot{w} &= \gamma(x, w) + \delta(x, w)v, \\
    u &= \alpha(x, w) + \beta(x, w)v
\end{aligned}
\]

with input vector \( v \) and output vector \( u \), is invertible in the sense of [77] (see section 2.1.1 for further details). In particular, a regular feedback law is also invertible. Throughout these notes, we will consider only feedback laws which are invertible on an open and dense subset of \( \mathbb{R}^{n+n_w} \) containing the origin.

0.2 Noninteraction with stability: a two–decades history

During the last two decades, necessary and sufficient conditions for which there exists a control law (2) (resp. (3)) such that the closed–loop system (1)–(2) (resp. (1)–(3)) is noninteractive (without stability) have been studied by several authors ([13], [15], [17]–[18], [20], [21], [24]–[32], [34]–[42], [44]–[55], [57]–[67], [69], [73], [75]–[78], [86]–[92]).

In the case that the closed–loop system is required to be also internally asymptotically stable, the problem has been completely solved for linear systems in [36], [58] and [89]–[90]. In [36], as far as regular feedback is concerned, it has been shown that every static feedback control law achieving noninteraction induces an internal dynamic, which has asymptotic properties completely independent from the control law itself. Thus, noninteraction and
stability can be achieved via static feedback only if such dynamics is asymptotically stable (this dynamics will be denoted in the sequel by $\Sigma_1$). Assuming the plant controllable, a necessary and sufficient condition to achieve noninteraction with stability via static feedback is that $\Sigma_1$ be asymptotically stable and noninteraction itself can be achieved via static feedback.

More generally, one can use dynamic feedback in order to enlarge the class of linear systems for which noninteraction and stability can be achieved. In [58] and [89]–[90] it has been shown that, if the plant is controllable and noninteraction can be achieved via dynamic feedback, then also noninteraction and stability can be achieved via dynamic feedback. Thus, in the linear case and as far as dynamic feedback is concerned, the problem of achieving noninteraction and stability is equivalent to the problem of achieving only noninteraction.

In the case of nonlinear systems (1), the problem of achieving noninteraction and stability has been only recently addressed in [40]–[42] and [54]. In [40] and [54] it has been shown that, if it is possible to achieve noninteraction and stability via regular feedback, a suitable dynamics must be asymptotically stable. In the linear case, this dynamics is exactly $\Sigma_1$ and, thus, in the sequel it will be denoted in the same way. It has been also shown that, as far as regular feedback is concerned, if the system (1) has a controllable linear approximation, a necessary and sufficient condition for which there exists a static feedback law (2) such that (1)–(2) is noninteractive and its linear approximation is asymptotically stable is that the linear approximation of $\Sigma_1$ be asymptotically stable and that the system (1) can be rendered noninteractive via static feedback.

In the case $m = p = \nu$, i.e. each output controlled by one input, a characterization of all the possible regular feedback laws (2), which achieve noninteraction, has been given in [41] and [42]. However, the result is valid only for the class of analytic systems (1), i.e. systems in which $f(x)$ and $g_j(x)$ are analytic $n$–vector functions. Moreover, this characterization does not give any information about the class of regular feedback laws (2) for which (1)–(2) is also asymptotically stable.

At this point, in analogy with the linear case, it is natural to ask if the use of dynamic feedback can be of some help in the event that $\Sigma_1$ is unstable. A counterexample in [54] clearly shows that it is not possible, in general, to achieve noninteraction and stability via dynamic feedback, even if noninteraction itself can be achieved. The reason of this fact has been widely illustrated by Wagner in [86] and [87] for the class of analytic systems with $m = p = \nu$ for which noninteraction can be achieved via regular feedback or, equivalently, having vector relative degree defined at $x_0$. Wagner has shown that every invertible control law (3), achieving vector relative degree and noninteraction, induces an internal dynamics,
which has asymptotic properties completely independent of the control law itself. Thus, also in this case, noninteraction and stability can be achieved only if this dynamics (which will be denoted in the sequel by $\Sigma_2$) is asymptotically stable. Moreover, as we expect, the dynamics $\Sigma_2$ is a subdynamics of $\Sigma_1$: this means that dynamic feedback can actually enlarge the class of systems (1) which can be rendered noninteractive and asymptotically stable.

The results shown in [86] and [87] have been extended in [92] to the class of systems (1) for which it is possible to obtain vector relative degree via dynamic feedback (the property of vector relative degree is preserved after applying regular feedback laws). It has been proved that every dynamic control law (3), which achieves vector relative degree, is such that (1)–(3) contains a dynamic canonical extension of (1), in the sense that (1)–(3) is equal to this extension up to local changes of coordinates and invertible dynamic control laws which achieve vector relative degree. Moreover, this canonical extension has itself vector relative degree and, thus, the dynamics $\Sigma_2$, correspondingly defined for it, must be asymptotically stable, if noninteraction and stability can be achieved for (1).

In the linear case, as expected, the dynamics $\Sigma_2$ is trivial or, which is the same, the problem of achieving noninteraction and stability via dynamic feedback is equivalent to the problem of achieving only noninteraction via dynamic feedback.

In [2]–[6] most of the problems, left open in the above papers, have been solved at least for the case $p = \nu$, i.e. each output controlled by one or more inputs. In particular, a complete set of necessary and sufficient conditions is now available to solve the noninteracting control problem with stability through invertible feedback laws, defined in a neighbourhood of the origin of the state space (local problem). As it will be clear, in the case $m = p = \nu$ the class of invertible feedback laws arises quite naturally when considering either static or dynamic feedback; for general systems, this constraining the class of feedback laws is not natural but allows to obtain significant and pictorial results. Some interesting results are also available either in the case of block–partitioned outputs (namely, either $p > \nu$) or in the case that the control law is defined everywhere in the state space (global problem) or when only the output of the system is available for feedback.

### 0.3 Scanning the contents

In chapter 1, some background material is shortly reviewed for reader’s convenience. The interested reader is referred for more details to the standard texts [7], [43] and [55].

In chapter 2 the problem of achieving noninteraction and stability for linear systems is revisited in such a way to highlight the main features in common with the nonlinear case.
(discussed in the following chapters). This problem is first formulated in terms of linear geometry: practically, one requires the existence of a feedback law (2) (resp. (3)) such that the closed–loop system (1)–(2) (resp. (1)–(3)) is noninteractive, asymptotically stable and the \(i\)-th output block is controllable through the \(i\)-th input block. The controllability of each \(i\)-th output block ensures that, by manipulating the inputs of the \(i\)-block, it is possible to reach an arbitrary value of the outputs of the \(i\)-th block. A main result of this section is that, under the hypothesis that the plant is controllable, the problem of achieving noninteraction with stability is equivalent to the problem of achieving only noninteraction. The proof, given in section 2.3, proposes a constructive procedure slightly different from the one given in [91] and, as such, interesting.

In chapter 3, we introduce the study of noninteracting control for nonlinear systems. In section 3.1 some remarks on the class of feedback laws considered are discussed. In section 3.2 we formulate the problem of achieving noninteraction and local stability in the case \(m = p = \nu\) (local problem): practically, one looks for a feedback law (2) (resp. (3)), defined in a neighbourhood of \(x_0\) (resp., of \((x_0^T, w_0^T)^T\)), such that the closed–loop system (1)–(2) (resp. (1)–(3)) is noninteractive, asymptotically stable in \(x_0\) (resp., in \((x_0^T, w_0^T)^T\)) and has vector relative degree defined in \(x_0\) (resp., in \((x_0^T, w_0^T)^T\)). The last requisite ensures that the \(i\)-th output is effectively influenced or “controlled” by the \(i\)-th input. According to the structure of the control law, we have two kinds of problems: noninteracting control problem with local stability via static feedback (NLSS) and noninteracting control problem with local stability via dynamic feedback (NLSD).

Necessary and sufficient conditions to solve the problem of noninteracting control with local stability via regular feedback are discussed in section 3.3. These conditions require (besides the possibility of achieving noninteraction and stability via regular feedback) the asymptotic stability of \(\Sigma_1\) and the stabilizability via static feedback of suitable systems \(\Sigma_{i1}, i = 1, \ldots, m.\) Moreover, they extend the conditions given in [54], which, assuming the controllability of the linear approximation of (1), implicitly require the linear approximation of the systems \(\Sigma_{i1}, i = 1, \ldots, m,\) to be controllable.

Necessary and sufficient conditions are discussed also for the problem of achieving noninteraction with local stability via invertible feedback in the case \(m = p = \nu\) (section 3.4). As an intermediate result, the problem is first solved for the class of systems which can be rendered noninteractive via regular feedback (section 3.4.2). A main result is that the noninteracting control problem with local stability via invertible dynamic feedback is solvable if and only if the dynamics \(\Sigma_2\) is asymptotically stable and certain systems \(\Sigma_{i2}, i = 1, \ldots, m,\) are stabilizable via dynamic feedback. The proof of this important fact gives a step–by–step procedure to construct a solution to the problem. In a natural
way, the conditions for which the problem of achieving noninteraction with local stability via regular feedback has solution imply the conditions for achieving noninteraction and stability via invertible feedback. As a final step, by using the results contained in [92], the above conditions are extended in a natural way to the case of systems (1) for which vector relative degree can be achieved via dynamic feedback (section 3.4.4).

The possibility of reducing the dimension $n^w$ of the dynamic compensator is considered in section 3.4.3. By strengthening the hypotheses, it is possible to reduce this dimension down to a value, which in some cases is minimal.

In section 3.4.5 we give some illustrative examples. In particular, the example of a noninteractive system with $m = p = 2$, which is not asymptotically stable. For this system $\Sigma_1$ is unstable and, thus, it is not possible to achieve noninteraction and stability via regular feedback. Nonetheless, this system satisfies the necessary and sufficient conditions to achieve noninteraction with local stability via invertible dynamic feedback. Moreover, in connection with this example, some remarks about the existence of continuous dynamic control laws, which solve the local problem, and the reduction of the dimension $n^w$ of the dynamic compensator are discussed.

In chapter 4 the global problem is considered in the case $m = p = \nu$: practically, one looks for a feedback law (2) (resp., (3)), defined in $\mathbb{R}^n$ (resp., in $\mathbb{R}^{n+n^w}$), such that the closed–loop system (1)–(2) (resp. (1)–(3)) is noninteractive, globally asymptotically stable in $x_0$ (resp. in $(x_0^T, w_0^T)^T$) and has uniform vector relative degree, namely, vector relative degree $\{r_1, \ldots, r_m\}$ at each $x \in \mathbb{R}^n$. The analysis is restricted to the class of systems which have uniform relative degree and admit a suitable global decomposition (section 4.3 and 4.4). Some necessary and/or sufficient conditions (with illustrative examples) are discussed. These ones consist of a set of conditions which are exactly the same as those needed to solve the local problem plus some technical assumptions which ensure the trajectories of the closed–loop system (1)–(2) (resp. (1)–(3)) to be bounded. Moreover, in section 4.5 the problem of achieving noninteraction with stability on arbitrary compact sets is considered.

In chapter 5 we consider the problem of noninteracting control with local stability in the case of more inputs than outputs.

First, we discuss the problem of achieving noninteraction with local stability via regular feedback and give some necessary and/or sufficient conditions in terms of suitable generalized systems $\Sigma_1$ and $\Sigma_{i1}$, $i = 1, \ldots, \nu$ (section 5.1). One has that (besides the well–known conditions for achieving noninteraction via regular feedback) the asymptotic stability of $\Sigma_1$ plus the stabilizability via static feedback of $\Sigma_{i1}$, $i = 1, \ldots, \nu$, and that of a suitable system $\Sigma_0$ are sufficient to achieve noninteraction and stability via regular feed-
back. Under the assumption that $\Sigma_0$ is a trivial system, the previous conditions become also necessary. It is worth noting that, when $m = p = \nu$, the system $\Sigma_0$ is indeed trivial.

Similarly, in section 5.2.1 and 5.2.2 we discuss some necessary and/or sufficient conditions in terms of suitable generalized systems $\Sigma_2$ and $\Sigma_{i2}$, $i = 1, \ldots, \nu$, for achieving noninteraction with local stability via invertible feedback. We consider the class of systems for which noninteraction can be achieved via regular feedback. A main result is that if there exists an invertible feedback law (3) which achieves noninteraction and stability for the closed-loop system (1)–(3), then the dynamics $\Sigma_2$ must be asymptotically stable and the systems $\Sigma_{i2}$, $i = 1, \ldots, \nu$, must be stabilizable via dynamic feedback. On the other hand, these conditions, together with the hypothesis that $\Sigma_0$ is stabilizable via dynamic feedback, become also sufficient.

In the linear case, the stabilizability of the systems $\Sigma_{1i}$, $\Sigma_{i2}$, $i = 1, \ldots, \nu$, and $\Sigma_0$ is always ensured by the controllability of (1) and by their very definition.

Finally, in section 5.2.3 we consider the case of block-partitioned outputs. In the spirit of section 2.1 and unlike section 3.2, the noninteracting control problem with local stability is formulated in terms of controllability distributions. Indeed, it is not possible to use the same formulation as given in section 3.2, since in the case of block-partitioned outputs the concept of vector relative degree is meaningless. Practically, one requires the existence of a feedback law (2) (resp. (3)), defined in a neighbourhood of $x_0$ (resp., of $(x_0^T, w_0^T)^T$), such that the closed-loop system (1)–(2) (resp. (1)–(3)) is noninteractive, asymptotically stable in $x_0$ (resp., in $(x_0^T, w_0^T)^T$) and the $i$–th output block is locally controllable (from $x_0$ or, respectively, from $(x_0^T, w_0^T)^T$) through the inputs of the $i$–th block, according to a well-known definition ([56]–[60]).

In chapter 6, we consider the problem of achieving noninteraction and stability via output–feedback. Some examples and counterexamples are given to illustrate the possible obstructions to the solution of this problem. Moreover, some necessary and some sufficient conditions for achieving noninteraction via regular feedback (section 6.1) are given. However, the problem of finding necessary and sufficient conditions for achieving noninteraction and stability via output–feedback is still open and is a challenging object for further research.
SOME BACKGROUND MATERIAL FROM DIFFERENTIAL GEOMETRY AND STABILITY

In this chapter, we will shortly review some basic mathematical tools and algorithms, which will be freely used throughout these notes. The reader is supposed to be already familiar with the concepts of smooth vector field, covector field, distribution, codistribution, etc. etc. (see [7] or [55] for an easy introduction).

For a given distribution $\Delta \subset \mathbb{R}^n$, we can define the following codistribution

$$\Delta^\perp(x) = \{ w \in (\mathbb{R}^n)^* : \langle w, d \rangle = 0, d \in \Delta(x) \},$$

where $(\mathbb{R}^n)^*$ is the dual of $\mathbb{R}^n$ and $\langle \cdot, \cdot \rangle$ is the standard inner product of $\mathbb{R}^n$. On the other hand, for a given codistribution $\Omega \subset (\mathbb{R}^n)^*$, we will define the following distribution

$$\ker\{\Omega\}(x) = \{ d \in \mathbb{R}^n : \langle w, d \rangle = 0, w \in \Omega(x) \}.$$

In general, $\Delta^\perp$ and $\ker\{\Omega\}$ are not smooth. If $\Omega$ and $\Delta$ have constant dimension, then also $\Delta^\perp$ and $\ker\{\Omega\}$ are smooth and

$$\ker\{\Delta^\perp\} = \Delta, \ (\ker\{\Omega\})^\perp = \Omega.$$

Let $U$ be a neighbourhood of $x_0$.

A smooth distribution $\Delta \subset \mathbb{R}^n$ is said to be (locally) involutive if $[d_1, d_2] \in \Delta$ for all $d_1, d_2 \in \Delta$ and for all $x \in \mathbb{R}^n$ (respectively, for all $x \in U$), with $[\cdot, \cdot]$ denoting the Lie bracket of two vector fields.

A smooth distribution $\Delta$ is said to be (locally) invariant with respect to a given set of smooth vector fields $d_1, \ldots, d_s \in \mathbb{R}^n$ if $[d_j, \tau] \in \Delta$ for $j = 1, \ldots, s$, for all $x \in \mathbb{R}^n$ (respectively, for all $x \in U$) and for all $\tau \in \Delta$.

The smallest (locally) invariant distribution with respect to a given set of vector fields $d_1, \ldots, d_s$ and containing a given smooth distribution $\Delta$ always exists, since the family of distributions satisfying the above properties is closed under the sum of distributions. This
distribution will denoted by \( \langle d_1, \ldots, d_s | \Delta \rangle \). Moreover, it can be computed, under certain regularity assumptions, in the following way. Let \([d_j, \Delta] = \{[d_j, \tau] : \tau \in \Delta\}, j = 1, \ldots, s\), and define the following sequence of distributions

\[
\Delta_0 = \Delta \\
\Delta_k = \sum_{j=1}^{s} [d_j, \Delta_{k-1}] + \Delta_{k-1}.
\]

On an open and dense subset \( U^* \subset \mathbb{R}^n \), i.e. the set of points at which the distributions \( \Delta_k \), \( n \geq k \geq 0 \), have constant dimension, there exists \( k^* < n \) such that

\[
\Delta_{k^*} = \Delta_{k^* - 1} = \langle \tau_1, \ldots, \tau_s | \Delta \rangle.
\]

A smooth distribution \( \Delta \) is said to be (locally) controlled invariant for (0.1) if there exists a feedback law (0.2), defined for all \( x \in \mathbb{R}^n \) (respectively, for all \( x \in U \)), such that for each \( x \in \mathbb{R}^n \) (respectively, for each \( x \in U \)) we have

\[
[f, \Delta] \subset \Delta, \\
[g_j, \Delta] \subset \Delta, \quad j = 1, \ldots, m,
\]

with \( \tilde{f} = f + G\alpha \) and \( \tilde{g}_j = G\beta_j \), \( j = 1, \ldots, m \), where \( \beta_j \) is the \( j \)-th column of \( \beta \). In what follows, we will consider only regular feedback laws (2).

It is possible to show that a given smooth distribution is locally controlled invariant for (0.1) if and only if

\[
[f, \Delta] \subset \Delta + \mathcal{G} \\
[g_j, \Delta] \subset \Delta + \mathcal{G} \quad j = 1, \ldots, m.
\]

This condition is no more sufficient for the existence of a feedback law (2), defined for all \( x \in \mathbb{R}^n \), such that \( \Delta \) is invariant under \( \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m \) (see [20] and [21]).

Let \( \varphi(x) \) be a smooth (possibly vector–valued) function, defined on \( U \). Clearly, span \( \{dh\} \) is a codistribution defined on \( U \). Under suitable regularity assumptions, it is possible to compute the maximal locally controlled invariant distribution for (0.1) contained in \( \ker\{\text{span}\{d\varphi\}\} \), which in what follows will be denoted by \( \mathcal{V}^*(\ker\{\text{span}\{d\varphi\}\}) \). Toward this end, denoting by \( L_{\tau} \omega \) the Lie derivative of the covector field \( \omega \) along the vector field \( \tau \), for a given smooth codistribution \( \Omega \) let \( L_f \Omega = \{L_f \omega : \omega \in \Omega\} \) and \( L_{g_j} \Omega = \{L_{g_j} \omega : \omega \in \Omega\} \) for \( j = 1, \ldots, m \) and define the following sequence of codistributions

\[
\Omega_0 = \text{span}\{d\varphi\} \\
\Omega_k = L_f (\Omega_{k-1} \cap \mathcal{G}^\perp) + \sum_{j=1}^{m} L_{g_j} (\Omega_{k-1} \cap \mathcal{G}^\perp) + \Omega_{k-1}.
\]
The codistributions \( \Omega_k \) and \( \Omega_k \cap G^\perp \), \( n \geq k \geq 0 \), have constant dimension in a suitable open and dense subset \( U^* \subset \mathbb{R}^n \) and there exists \( k^* < n \) such that \( \Omega_{k^*} = \Omega_{k^* - 1} = V^*(\ker\{\text{span}\{d\varphi\}\}) \) for all \( x \in U^* \).

A given smooth distribution \( \Delta \) is said to be a (local) controllability distribution for \((0.1)\) if it is (locally) involutive and there exists a feedback law \((2)\), defined for all \( x \in \mathbb{R}^n \) (respectively, for all \( x \in U \)), and a subset \( I \subset \{1, \ldots, m\} \) such that for all \( x \in \mathbb{R}^n \) (respectively, for all \( x \in U \)) one has

\[
\Delta = \langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span} \{\tilde{g}_i : i \in I\} \rangle.
\]

Now, assume that the codistributions \( \Omega_k \) and \( \Omega_k \cap G^\perp \) have constant dimension for all \( x \in \mathbb{R}^n \) (respectively, for all \( x \in U \)). Also in this case, under some additional regularity assumptions, it is possible to compute the maximal (local) controllability distribution for \((0.1)\) contained in \( \ker\{\text{span}\{d\varphi\}\} \), which will be denoted in what follows by \( R^*(\ker\{\text{span}\{d\varphi\}\}) \). Toward this end, let us define the following sequence of distributions

\[
S_0 = V^*(\ker\{\text{span}\{d\varphi\}\}) \cap G
\]

\[
S_k = V^*(\ker\{\text{span}\{d\varphi\}\}) \cap ([f, S_{k-1}] + \sum_{j=1}^{m} [g_j, S_{k-1}] + G) + S_{k-1}.
\]

The distributions \( S_k \), \( n \geq k \geq 0 \), have constant dimension for all \( x \) in a suitable open and dense subset \( U^* \subset \mathbb{R}^n \) and there exists \( k^* < n \) such that \( S_{k^*} = S_{k^* - 1} = R^*(\ker\{\text{span}\{d\varphi\}\}) \) for all \( x \in U^* \).

The reader is supposed to know also the concepts of smooth manifold and tangent space at a point of a smooth manifold (see [7] or [55]). We will denote by \( \mathcal{M} \) a given smooth manifold and by \( T_x \mathcal{M} \) its tangent space at \( x \). If \( \mathcal{M} = \mathbb{R}^n \), its tangent space at \( x \) can be identified with \( \mathbb{R}^n \) itself. Moreover, the tangent space at \( x \) of a submanifold of \( \mathbb{R}^n \) can be identified with a subspace of \( \mathbb{R}^n \).

For a given smooth function \( \Phi(x) \), defined for all \( x \in \mathbb{R}^n \) (resp. for all \( x \in U \)) and with values in \( \mathbb{R}^n \), we will say that two smooth vector fields \( v_1, v_2 \in \mathbb{R}^n \) are (locally) \( \Phi \)-correlated if \( (\Phi \circ x)_* v_1(x) = v_2(\Phi(x)) \), for all \( x \in \mathbb{R}^n \) (resp. for all \( x \in U \)), where \( \Phi \circ x \) is the differential of \( \Phi \) at \( x \).

A smooth mapping \( z = z(x) \), defined for \( x \in \mathbb{R}^n \) (respectively, for all \( x \in U \)) and with values in \( \mathbb{R}^n \), is said to be a global (respectively, local) diffeomorphism (or change of coordinates) if

a) \( z \) is globally (respectively, locally) invertible,
b) \( z \) and \( z^{-1} \) are smooth mappings.

Two given systems \( \Sigma_1 \) and \( \Sigma_2 \), \( \dot{x}^i = f^i(x^i) + g^i(x^i)u \), \( i = 1, 2 \) with \( f^1 \), \( f^2 \), \( g^1 \) and \( g^2 \) smooth vector fields, defined on a smooth submanifold \( \mathcal{L}^1 \subset \mathbb{R}^n \) and \( \mathcal{L}^2 \subset \mathbb{R}^n \), respectively, are said to be (locally) diffeomorphic if there exists a (local) diffeomorphism \( \Phi: \mathcal{L}^1 \rightarrow \mathcal{L}^2 \) such that the vector fields \( f^1 \) and \( f^2 \) and, respectively, \( g^1 \) and \( g^2 \) are (locally) \( \Phi \)-correlated.

A smooth submanifold \( \mathcal{L} \subset \mathbb{R}^n \) is said to be an integral manifold of a smooth distribution \( \Delta \) if for each \( x \in \mathcal{L} \) we have \( T_x \mathcal{L} = \Delta(x) \).

An integral manifold \( \mathcal{L} \) of \( \Delta \) is said to be maximal if it is connected and every other integral manifold of \( \Delta \) is contained in \( \mathcal{L} \). The set of maximal integral manifolds (or leaves) of \( \Delta \) is said to be a foliation of \( \Delta \). The leaf of \( \Delta \) passing through \( x \) will be denoted by \( \mathcal{L}_x^\Delta \).

The previous definitions can be formulated locally if we replace \( \mathbb{R}^n \) by an open neighbourhood of \( x_0 \).

Let \( \Delta \subset \mathbb{R}^n \) be a smooth distribution, which is involutive, invariant with respect to \( f(x), g_1(x), \ldots, g_m(x) \) and with constant dimension in \( U \). By Frobenius’ theorem (see [7], theorem 8.3) there exists a change of coordinates \( z(x) = (z^T_1(x) \ z^T_2(x))^T \) (\( z_i \) is possibly a vector–valued function), defined in a neighbourhood \( U \) of \( x_0 \), such that (0.1) is expressed in these coordinates by

\[
\begin{align*}
\dot{z}_1 &= f_1(z) + \sum_{j=1}^{m} g_{1j}(z)u_j \\
\dot{z}_2 &= f_2(z_2) + \sum_{j=1}^{m} g_{2j}(z_2)u_j,
\end{align*}
\]

with \( \Delta = \text{span}\{\partial/\partial z_1\} \). The leaves of \( \Delta \) are described by the level sets

\[ \{z \in U : z_2 = \text{cost}\}. \]

Since \( f(x_0) = 0 \) and \( \Delta \) is invariant with respect to \( f \), it makes sense to consider the restriction of \( f \) to \( \mathcal{L}_{x_0}^\Delta \). This restriction induces a well–defined dynamics evolving on \( \mathcal{L}_{x_0}^\Delta \) and described by

\[ \dot{z}_1 = f_1(z_1, 0). \]

Now, let us consider the system (0.1) with \( \nu = p \), i.e. \( \nu \) outputs. We will say that (0.1) has (vector) relative degree at \( x_0 \) ([55], pp. 234–235) if there exist integers \( r_1, \ldots, r_p \geq 1 \) such that

a) \( L_{g_j} L_j^k h_i(x) = 0 \) for \( i = 1, \ldots, p \), \( 0 \leq k < r_i - 1 \), \( j = 1, \ldots, m \) and for all \( x \in U \); \( L_{g_j} L_j^{r_i-1} h_i(x) \neq 0 \) for some \( j \in \{1, \ldots, m\} \) and for all \( x \in U \);
b) the decoupling matrix, defined as

\[
\begin{pmatrix}
L_{g_1} L_f^{r_1-1} h_1(x) & \cdots & L_{g_m} L_f^{r_1-1} h_1(x) \\
\vdots & \ddots & \vdots \\
L_{g_1} L_f^{r_p-1} h_p(x) & \cdots & L_{g_m} L_f^{r_p-1} h_p(x)
\end{pmatrix},
\]

has rank \( p \) for all \( x \in U \).

If the above definition holds with \( U \) replaced by \( \mathbb{R}^n \), we will say that (0.1) has uniform (vector) relative degree.

Finally, we will shortly review some basic definitions from the stability theory (the reader is referred to [43] for a detailed and exhaustive discussion). Assume that the conditions for the existence of the solution of \( \dot{x} = f(x, t) \) are satisfied. Moreover, assume that \( f(0, t) = 0 \) for all \( t \geq 0 \).

We will say that \( \dot{x} = f(x, t) \) is stable in \( x_0 \) if, denoting by \( x(t, t_0, \bar{x}) \) the solution of \( \dot{x} = f(x, t) \) at \( t \geq t_0 \), with initial condition \( \bar{x} \) and initial time \( t_0 \), for each \( \epsilon > 0 \) there exists \( \delta_{\epsilon, t_0} \) such that for \( \| \bar{x} \| < \delta_{\epsilon, t_0} \) we have \( \| x(t, t_0, \bar{x}) \| < \epsilon \) (\( \| \cdot \| \) is the standard norm of \( \mathbb{R}^n \)).

If, in the above definition, \( \delta \) depends only on \( \epsilon \), we will say that \( \dot{x} = f(x, t) \) is uniformly stable (with respect to \( t_0 \)) in \( x_0 \). If \( f \) does not depend explicitly on \( t \), the stability is always uniform.

Moreover, we will say that \( x_0 \) is locally attractive for \( \dot{x} = f(x, t) \) if there exists an open neighborhood \( U_{t_0} \) of \( x_0 \) such that, for all \( \bar{x} \in U_{t_0} \), \( x(t, t_0, \bar{x}) \) is bounded and \( \| x(t, t_0, \bar{x}) \| \to x_0 \) for \( t \to \infty \). Moreover, if \( U_{t_0} = \mathbb{R}^n \), then we will say that \( x_0 \) is globally attractive for \( \dot{x} = f(x, t) \). The set of points for which \( x_0 \) is attractive is referred to as basin of attraction (of \( x_0 \)).

If, in the above definition, \( U_{t_0} \) does not depend on \( t_0 \) and \( \| x(t, t_0, \bar{x}) \| \to x_0 \) for \( t \to \infty \) uniformly with respect to \( t_0 \), we will say that \( x_0 \) is uniformly attractive. If \( f \) does not depend on \( t \), the attractivity of \( x_0 \) is always uniform.

Throughout these notes, we will be concerned with uniform stability and uniform attractivity and we will simply say stability and, respectively, attractivity.

We will say that \( \dot{x} = f(x, t) \) is globally (respectively, locally) asymptotically stable in \( x_0 \) if \( x_0 \) is globally (respectively, locally) attractive and \( \dot{x} = f(x, t) \) is stable in \( x_0 \).

The system (0.1) is said to be globally (respectively, locally) asymptotically stabilizable at \( x_0 \) via static state-feedback if there exists a control law \( u = \alpha(x) \), \( \alpha(x_0) = 0 \), defined for all \( x \in \mathbb{R}^n \) (respectively, for all \( x \in U \)), such that \( \dot{x} = f(x) + G(x)\alpha(x) \) is globally (respectively, locally) asymptotically stable in \( x_0 \). Similarly, we can define the asymptotic stabilization either via dynamic state-feedback or via dynamic output-feedback.

By now, many interesting results are available to investigate the asymptotic stabilizability of a nonlinear system of the form (0.1). A first kind of test is given in terms
of the matrices \( \frac{\partial f}{\partial x}(x_0), G(x_0) \), or, equivalently, in terms of the linear approximation of (0.1) in \( x_0 \). If this linear approximation is stabilizable (namely, the uncontrollable modes are asymptotically stable), then the nonlinear system (0.1) can be locally asymptotically stabilized through a linear state–feedback law ([18]). If some eigenvalues of \( \frac{\partial f}{\partial x}(0) \) are not controllable and have zero real part (critical case), the theory of center manifold can be used in some simple cases to design stabilizing controllers ([8], [22], [23]). On the other hand, if some eigenvalues of \( \frac{\partial f}{\partial x}(0) \) are not controllable and have positive real part, a smooth stabilizing feedback law cannot exist and we have to look for continuous feedback laws.

An important class of nonlinear systems, which can be always locally asymptotically stabilized through static state–feedback, is given by the systems which have relative degree and are minimum phase ([11], [12]). Global stabilization of this class of systems requires some additional assumptions (see [80], [81] and [82]).

Interesting results on global state–feedback stabilization have been also given in terms of control Lyapunov functions ([84], [85]). Necessary and sufficient conditions for state–feedback stabilization are available for two and three–dimensional analytic systems ([16], [22], [23]).

The following proposition gives an interesting result on local stability of triangular systems.

**Proposition 1.** ([55]) Let

\[
\begin{align*}
\dot{x} &= f_1(x, z) \\
\dot{z} &= f_2(z),
\end{align*}
\]

(1)

with \( f_1(0, 0) = 0 \) and \( f_2(0) = 0 \). Moreover, assume that \( \dot{z} = f_2(z) \) and \( \dot{x} = f_1(x, 0) \) are locally asymptotically stable in \( x = 0 \) and \( z = 0 \), respectively. Then, the overall system (1) is locally asymptotically stable in \( (x, z) = (0, 0) \).

Let us denote by \( x(t, 0, \bar{x}, u(t)) \) the solution of (0.1) at time \( t \geq 0 \), starting at \( t = 0 \) and from \( \bar{x} \) with input \( u(t) \). The system (0.1) is said to be convergent input bounded state (CIBS) if, for each bounded \( u(t) \) such that ||\( u(t) || \rightarrow 0 \) for \( t \rightarrow \infty \) and for each \( \bar{x} \in \mathbb{R}^n \), \( x(t, 0, \bar{x}, u(t)) \) is bounded and ||\( x(t, 0, \bar{x}, u(t)) || \rightarrow 0 \) for \( t \rightarrow \infty \).

The following proposition generalizes proposition 1 to a global setting.

**Proposition 2.** ([79]) Let us consider (1) and assume that \( \dot{x} = f_1(x, 0) \) and \( \dot{z} = f_2(z) \) are globally asymptotically stable in \( x = 0 \) and \( z = 0 \), respectively, and that \( \dot{x} = f_1(x, z) \) is convergent input bounded state. Then, the overall system (1) is globally asymptotically stable in \( (x, z) = (0, 0) \).
CHAPTER 2

A REVIEW OF NONINTERACTING CONTROL WITH STABILITY
FOR LINEAR SYSTEMS

2.1 Problem formulation

Let us consider the following linear system with \( m \) inputs and \( p \) block-partitioned outputs

\[
\dot{x} = Ax + \sum_{j=1}^{m} B_j u_j, \\
y_i = C_i x, \quad i = 1, \ldots, \nu,
\]

where \( C_i \) is a \( p_i \times n \) matrix and \( x \in \mathbb{R}^n \). In what follows, we denote by \( \text{span} \{d_1, \ldots, d_s\} \) (or, simply, by \( \text{span}\{D\} \), with \( D = (d_1 \cdots d_s) \)) the subspace of \( \mathbb{R}^n \) generated by the vectors \( d_1, \ldots, d_s \) and by \( \text{Ker} W \), where \( W = (w_1^T \cdots w_s^T)^T \) and \( w_1, \ldots, w_s \) are linearly independent row vectors, the subspace of \( \mathbb{R}^n \) generated by the vectors \( v_{n-s}, \ldots, v_n \) such that \( \langle w_i, v_j \rangle = 0 \) for \( i = 1, \ldots, s \) and \( j = n-s, \ldots, n \). Moreover, let \( B = (B_1 \cdots B_m) \), \( u = (u_1 \cdots u_m)^T \), \( C = (C_1^T \cdots C_\nu^T)^T \), \( K_i = \text{Ker} \{C_i\} \) and \( B = \text{span}\{B\} \).

As already pointed out in the introduction, at the beginning of the seventies Gilbert and, independently, Morse and Wonham solved the problem of finding a static feedback law

\[
u = F x + G v, \quad v \in \mathbb{R}^m,
\]

with \( G \) \( m \times m \) invertible matrix (in this case, the feedback law is said to be regular), such that the system (1.1)–(1.2) is noninteractive and asymptotically stable. In a subsequent paper, Morse and Wonham gave a necessary and sufficient condition for the existence of a feedback law

\[
u = F_1 x + F_2 w + G v, \quad v \in \mathbb{R}^m, \\
\dot{w} = \Gamma_1 x + \Gamma_2 w + H v, \quad w \in \mathbb{R}^{n_w}, \quad n_w \geq 0,
\]

such that the system (1.1)–(1.3) is noninteractive and asymptotically stable. In this chapter, we will shortly review the solution to the problem of achieving noninteraction and
stability for (1.1), keeping as close as possible to what will be the solution to the same problem for nonlinear systems.

Before going through the technical details, we spend few words on the basic assumptions. First, it is quite natural to assume that the pair \((A, B)\) is controllable or, more generally, stabilizable. In the last case, one can think that the state variables of the uncontrollable dynamics of (1.1) go to zero sufficiently fast. Moreover, we assume that \(C_i\) is a full rank matrix, otherwise the problem of achieving noninteraction is unrealistic (see also [90] and [91]).

For reader’s convenience, we will shortly recall some basic concepts of linear geometry, which allow a very elegant approach to the problem of achieving noninteraction and stability. Many of these concepts can be viewed in the more general context of differential geometry (see chapter 1).

A subspace \(R \subset \mathbb{R}^n\) is said to be invariant under \(A\) if \(AR \subset R\), where \(AR = \{v \in \mathbb{R}^n : v = Ar, r \in R\}\). We denote by \(\langle A|\text{span}\{d_1, \ldots, d_s\}\rangle\) (or, more simply, by \(\langle A|\text{span}\{D\}\rangle\)) the smallest subspace of \(\mathbb{R}^n\) which is invariant under \(A\) and contains \(\text{span}\{d_1, \ldots, d_s\}\). This subspace always exists, since the family of invariant subspaces is closed under intersection of subspaces, and can be computed in a finite number of steps by the algorithm given in the appendix. If a subspace \(R \subset \mathbb{R}^n\) is invariant under \(A\), the restriction of \(A\) to \(R\), denoted by \(A|\mathcal{R}\), induces a well–defined dynamics evolving on \(R\). If \(R\) is invariant under \(A\), also the canonical projection \(P(\mathbb{R}^n, R) : \mathbb{R}^n \to \mathbb{R}^n/R,\) where \(\mathbb{R}^n/R\) is the quotient space \(\mathbb{R}^n\) modulo \(R\), induces a well–defined dynamics through the linear map \(\tilde{A} : \mathbb{R}^n/R \to \mathbb{R}^n/R\) such that \(P(\mathbb{R}^n, R)A = \tilde{A}P(\mathbb{R}^n, R)\) (here, linear maps are identified with their matrix representation).

A subspace \(R \subset \mathbb{R}^n\) is said to be controlled invariant for (1.1) if there exists a feedback law \(u = Fx\) such that \(R\) is invariant under \(A + BF\).

A subspace \(R \subset \mathbb{R}^n\) is said to be a controllability subspace for (1.1) if there exists a feedback law \(u = Fx + Gv\) and a column (block) partition \(G_1, G_2\) of \(G\) such that \(R = \langle A + BF|\text{span}\{BG_1\}\rangle\). In particular, any controllability subspace is controlled invariant.

As well–known in the literature, a controllability subspace enjoys the following important property.

**Proposition 1.1.** ([91], theorem 5.1) Let \(R \subset \mathbb{R}^n\) be a controllability subspace for (1.1). Then, there exist a feedback law \(u = Fx + Gv\) and a column (block) partition \(G_1, G_2\) of \(G\) such that

\[
R = \langle A + BF|\text{span}\{BG_1\}\rangle
\]

and \((A + BF)|R\) is a Hurwitz matrix, i.e. its eigenvalues have negative real part.
The basic argument behind the proof of proposition 1.1 is that, for any feedback law \( u = Fx + Gv \) and for any column (block) partition \( G_1, G_2 \) of \( G \) such that \( \mathcal{R} = \langle A + BF | \text{span}\{BG_1\} \rangle \), the pair \( ((A + BF) | \mathcal{R}, \Pi(\mathbb{R}^n, \mathcal{R})(BG_1)) \), where \( \Pi(\mathbb{R}^n, \mathcal{R}) : \mathbb{R}^n \to \mathcal{R} \) is the natural projection on \( \mathcal{R} \) along any \( S \) such that \( \mathcal{R} \oplus S = \mathbb{R}^n \), is controllable. We remark that \( \Pi(\mathbb{R}^n, \mathcal{R})(BG_1) \) does not depend on the choice of \( S \), since \( BG_1 \in \mathcal{R} \).

At the beginning of the eighties, the controllability distributions were pointed out in [52] (and, independently, in [68]) as the natural substitutes of the controllability subspaces in many important control problems. However, although the controllability distributions inherit many properties of the controllability subspaces, proposition 1.1 cannot be extended, in general, to the controllability distributions, since for nonlinear systems controllability does not imply the existence of an even continuous feedback law, which asymptotically stabilizes the system at the equilibrium point (a very intuitive reason of this fact is given in [80]).

Now, we will show that the problem of achieving noninteraction is equivalent, in the framework of linear geometry, to the existence of \( \nu \) controllability subspaces \( \mathcal{R}_i \subset \bigcap_{j \neq i} \mathcal{K}_j \), \( i = 1, \ldots, \nu \), which satisfy an output controllability property plus a compatibility property.

Toward this end, first assume that there exists a feedback law (1.2) such that the system (1.1)–(1.2) is noninteractive. Let \( v_1, \ldots, v_{\nu+1} \) be the (block) partition of the input vector \( v \) for which (1.1)–(1.2) is noninteractive and \( G_1, \ldots, G_{\nu+1} \) be the corresponding column (block) partition of \( G \). Moreover, let \( \tilde{A} = A + BF \) and \( \tilde{B}_j = BG_j, j = 1, \ldots, \nu + 1 \). It can be easily shown that a necessary condition for (1.1)–(1.2) to be noninteractive is that

\[
\langle \tilde{A} | \text{span}\{\tilde{B}_i, \tilde{B}_{\nu+1}\} \rangle \subset \bigcap_{j \neq i} \mathcal{K}_j, \quad i = 1, \ldots, \nu.
\]

Note from the formula above that the feedback law (1.2) renders simultaneously invariant the controllability subspaces \( \mathcal{R}_i = \langle \tilde{A} | \text{span}\{\tilde{B}_i, \tilde{B}_{\nu+1}\} \rangle, i = 1, \ldots, \nu \) (this property is usually referred to as compatibility of the subspaces \( \mathcal{R}_i, i = 1, \ldots, \nu \)). In other words, there must exist \( \nu \) controllability subspaces \( \mathcal{R}_1, \ldots, \mathcal{R}_\nu \), a feedback law (1.2) and a column (block) partition \( G_1, \ldots, G_{\nu+1} \) of \( G \) such that

\[
\mathcal{R}_i \subset \bigcap_{j \neq i} \mathcal{K}_j, \quad i = 1, \ldots, \nu, \quad (1.4)
\]

\[
\mathcal{R}_i = \langle \tilde{A} | \text{span}\{\tilde{B}_i, \tilde{B}_{\nu+1}\} \rangle, \quad i = 1, \ldots, \nu. \quad (1.5)
\]

Conversely, if there exist \( \nu \) controllability subspaces \( \mathcal{R}_1, \ldots, \mathcal{R}_\nu \), a feedback law (1.2) and a column (block) partition \( G_1, \ldots, G_{\nu+1} \) of \( G \) which satisfy (1.4) and (1.5), then (1.1)–(1.2)
is noninteractive. In this case, we say that $\mathcal{R}_1, \ldots, \mathcal{R}_\nu$ is a solution of the problem of achieving noninteraction via static state–feedback (this solution is said to be regular if the feedback law (1.2) is regular).

Naturally, besides the noninteraction property, one requires also that the $i$–th output (block) of $\tilde{\Sigma}$ be controllable through the inputs of the $i$-th block, namely, the possibility of achieving an arbitrary value of $y_i(t)$ in $\mathbb{R}^{p_i}$ by manipulating the inputs of the $i$–th block. This property can be immediately translated in geometric terms by $C_i \mathcal{R}_i = \mathbb{R}^{p_i}$ or, equivalently,

$$\mathcal{R}_i + \mathcal{K}_i = \mathbb{R}^n. \tag{1.6}$$

The above property is usually referred to as output controllability property.

If we consider the class of static state–feedback laws and motivated by the above characterization, we can formulate the problem of achieving noninteraction and stability as follows.

**Noninteracting control with stability via static state–feedback (NSS).** Find, if possible, $\nu$ controllability subspaces $\mathcal{R}_1, \ldots, \mathcal{R}_\nu$ for (1.1), a feedback law (1.2) and a column (block) partition $G_1, \ldots, G_{\nu+1}$ of $G$ which satisfy (1.4), (1.5) and (1.6) and such that (1.1)–(1.2) is asymptotically stable.

If also dynamic state–feedback laws are considered, it can be easily shown that solving the problem of achieving noninteraction for (1.1) via dynamic state–feedback amounts to solving the same problem for a suitable extended system by using nonregular static state–feedback laws with a particular structure. Indeed, let us define the following extended system

$$\dot{x} = Ax + Bu,$$

$$\dot{w} = u^w, \quad w \in \mathbb{R}^{n^w}, \; n^w \geq 0,,$$

$$y_i = C_i x, \quad i = 1, \ldots, \nu,$$

where $u^w$ is a vector of “fictitious” inputs. If

$$x^e = \begin{pmatrix} x \\ w \end{pmatrix}, \quad u^e = \begin{pmatrix} u \\ u^w \end{pmatrix},$$

$$A^e = \begin{pmatrix} A & 0_{n \times n^w} \\ 0_{n^w \times n} & 0_{n^w \times n^w} \end{pmatrix}, \quad B^e = \begin{pmatrix} B & 0_{n^w \times m} \\ 0_{n^w \times n} & I_{n^w \times n^w} \end{pmatrix},$$

$$C_i^e = (C_i \quad 0_{p_i \times n^w}), \quad C^e = ((C_1^e)^T \cdots (C_\nu^e)^T)^T,$$
where $I$ is the identity matrix, $0$ is the zero matrix and the subscripts denote the dimensions of these matrices, we can rewrite the extended system in the following form

$$
\dot{x}^e = A^e x^e + B^e u^e, \\
y_i = C_i^e x^e, \quad i = 1, \ldots, \nu.
$$

(1.7)

Moreover, let $B^e = \text{span}\{B^e\}$ and $K_i^e = \text{Ker}\{C_i^e\}$ (note that $B^e$ and $K_i^e$ are subspaces of $\mathbb{R}^{n+n^w}$). It follows immediately that noninteraction can be achieved for (1.1) via feedback laws (1.3) if (and only if) this property can be achieved for (1.7) via feedback laws with the following structure

$$
u^e = F^e x^e + G^e v^e,
$$

$$F^e = \begin{pmatrix} F_1 & F_2 \\ \Gamma_1 & \Gamma_2 \end{pmatrix},
G^e = \begin{pmatrix} G & 0_{n \times n^w} \\ H & 0_{n^w \times n^w} \end{pmatrix},
$$

which are clearly nonregular. This also implies that achieving noninteraction for (1.1) is equivalent to finding $n^w$ and $\nu$ compatible controllability subspaces $\mathcal{R}_i^e \subset \bigcap_{j \neq i} K_j^e$, $i = 1, \ldots, \nu$ (in this case, $\mathcal{R}_1^e, \ldots, \mathcal{R}_\nu^e$ is a nonregular solution).

Motivated by the above facts, we can formulate the problem of achieving noninteraction and stability via dynamic state–feedback as follows. Let $G_1^e, \ldots, G_{\nu+1}^e$ be a column (block) partition of $G^e$ and, correspondingly, let $\tilde{A}^e = A^e + B^e F^e$ and $\tilde{B}_j^e = B^e G_j^e$, $j = 1, \ldots, \nu+1$.

**Noninteracting control with stability via dynamic state–feedback (NSD).** Find, if possible, $n^w \geq 0$, $\nu$ controllability subspaces $\mathcal{R}_1^e, \ldots, \mathcal{R}_\nu^e$ for (1.7), a feedback law (1.3) and a column (block) partition $G_1^e, \ldots, G_{\nu+1}^e$ of $G^e$ such that

$$
\mathcal{R}_i^e \subset \bigcap_{j \neq i} K_j^e,
$$

(1.8)

$$
\mathcal{R}_i^e = \langle \tilde{A}^e | \text{span}\{\tilde{B}_i^e, \tilde{B}_{\nu+1}^e\} \rangle,
$$

(1.9)

$$
\mathcal{R}_i^e + K_i^e = \mathbb{R}^{n+n^w},
$$

(1.10)

and (1.1)–(1.3) is asymptotically stable.

In what follows, we will use the notations NS and ND to denote, respectively, the problem of noninteracting control (without internal stability) via static state–feedback and the problem of noninteracting control (without internal stability) via dynamic state–feedback. Moreover, if not otherwise stated, we consider only state–feedback laws.
2.2 Noninteracting control with stability via static state–feedback

To begin with, we will give necessary and sufficient conditions to solve NSS via regular feedback. This constraining the class of feedback laws considered has no practical reason but the fact that in this case a simple necessary and sufficient condition is available to solve NS, given by

\[
\sum_{i=1}^{\nu} R_i^* \cap B = B
\]

(see [58] and [90]). Throughout this section, we will assume (2.1).

Let \( R_i^* \) be the maximal controllability subspace contained in \( \bigcap_{j \neq i} \mathcal{K}_j \). This subspace always exists, since the family of controllability subspaces is closed under sum of subspaces, and can be computed in a finite number of steps by the algorithm given in chapter 1. Moreover, let \( R^* = \bigcap_{i=1}^{\nu} \sum_{j \neq i} R_j^* \) and \( Q^* \) be the maximal controllability subspace contained in \( R^* \). Note that \( Q^* \subset R_i^* \), \( i = 1, \ldots, \nu \). As a matter of fact, \( Q^* \subset R^* \) by definition. But \( \sum_{j \neq i} R_j^* \subset \mathcal{K}_i \) and, thus, \( Q^* \subset R_i^* \subset \bigcap_{j \neq i} \mathcal{K}_j \) since \( R_i^* \) is the maximal controllability subspace contained in \( \bigcap_{j \neq i} \mathcal{K}_j \), which, in turn, is contained in \( \bigcap_{j \neq i} \mathcal{K}_j \), it follows that \( Q^* \subset R_i^* \).

2.2.1 Invariant dynamics in noninteracting control via static feedback

Before giving the necessary and sufficient condition to solve NSS, we need introduce some linear dynamics which can be uniquely (in some sense) associated to a given system satisfying (2.1). As it will be clear later, these dynamics are crucial in solving NSS.

By standard arguments (see [58]), it can be shown that (2.1) is equivalent to \( R_i^* \subset \bigcap_{j \neq i} \mathcal{K}_j \) being a regular solution. As a consequence, there exist a regular feedback law (1.2) and a column (block) partition \( G_1, \ldots, G_{\nu+1} \) of \( G \) such that \( R_i^* = \langle \tilde{A} \mid \text{span} \{ \tilde{B}_i, \tilde{B}_{\nu+1} \} \rangle \), \( i = 1, \ldots, \nu \).

For a given (block) partition \( x_1, \ldots, x_s \) of the state vector \( x \), with \( x_i \in \mathbb{R}^{m_i} \), we will denote by \( \frac{D}{Dx_i} \) the \( n \times m_i \) matrix having the \( i \)-th block (corresponding to the given partition of \( x \)) equal to \( I_{m_i \times m_i} \) and the \( j \)-th block equal to \( 0_{m_j \times m_i} \) for \( j \neq i \).

Since \( R_1^*, \ldots, R_{\nu}^* \) are invariant under \( \tilde{A} \), also \( \sum_{j \neq i} R_j^* \), \( i = 1, \ldots, \nu \), \( R^* \) and \( Q^* \) enjoy this property by their very definition. Thus, there exists a change of coordinates \( z = \)
The coordinate–free characterization of (2.5) is given by the pair
\[
\left( \begin{array}{c}
\Delta_i z_i \\
\vdots \\
\Delta_i z_{i+1}
\end{array} \right)^T
\]
such that (1.1)–(1.2) is expressed in these coordinates by
\[
\dot{z}_i = \tilde{A}_i z_i + \tilde{B}_i v_i, \quad i = 1, \ldots, \nu,
\]
\[
\dot{z}_{i+1} = \tilde{A}_{i+1,1} z_1 + \cdots + \tilde{A}_{i+1,\nu+1} z_{\nu+1} + \sum_{j=1}^{\nu+1} \tilde{B}_{i+1,j} v_j,
\]
\[
\dot{z}_{i+2} = \tilde{A}_{i+2,1} z_1 + \cdots + \tilde{A}_{i+2,\nu+2} z_{\nu+2} + \sum_{j=1}^{\nu+1} \tilde{B}_{i+2,j} v_j,
\]
\[
y_i = C_i z_i, \quad i = 1, \ldots, \nu,
\]
with \(\sum_j \mathcal{R}_j = \text{span} \{ \partial/\partial z_j : j \neq i \}, \ i = 1, \ldots, \nu, \ \mathcal{R}^* = \text{span} \{ \partial/\partial z_{\nu+1}, \partial/\partial z_{\nu+2} \}\) and \(\mathcal{Q}^* = \text{span} \{ \partial/\partial z_{\nu+2} \}.\) In what follows, for simplicity of notation, we let \(z = x\) and \(v = u.\)

Now, let us consider the well–defined dynamics
\[
\dot{x}_{i+1} = \tilde{A}_{i+1,\nu+1} x_{\nu+1}.
\]  
(2.3)

Denoting by \(P(\mathcal{R}^*, \mathcal{Q}^*)\) the canonical projection \(P(\mathcal{R}^*, \mathcal{Q}^*) : \mathcal{R}^* \rightarrow \mathcal{R}^*/\mathcal{Q}^*,\) let \(\tilde{A} : \mathcal{R}^*/\mathcal{Q}^* \rightarrow \mathcal{R}^*/\mathcal{Q}^*\) be the linear map such that \(P(\mathcal{R}^*, \mathcal{Q}^*)((\tilde{A})|\mathcal{R}^*) = \tilde{A} P(\mathcal{R}^*, \mathcal{Q}^*).\) In \(z\)–coordinates, \(\tilde{A}\) is given exactly by \(\tilde{A}_{\nu+1,\nu+1}.\)

Similarly, for each \(i = 1, \ldots, \nu\) consider the well–defined system
\[
\dot{x}_i = \tilde{A}_i x_i + \tilde{B}_i u_i.
\]  
(2.4)

Since from (1.5) we have \(\tilde{B}_i \in \mathcal{R}_i^*\), it is possible to define each system (2.4) in a coordinate–free way as follows. Denoting by \(P(\mathcal{R}_i^* + \mathcal{R}^*, \mathcal{R}^*)\) the canonical projection \(P(\mathcal{R}_i^* + \mathcal{R}^*, \mathcal{R}^*) : \mathcal{R}_i^* + \mathcal{R}^* \rightarrow (\mathcal{R}_i^* + \mathcal{R}^*)/\mathcal{R}^*,\) let \(\tilde{A}_i : (\mathcal{R}_i^* + \mathcal{R}^*)/\mathcal{R}^* \rightarrow (\mathcal{R}_i^* + \mathcal{R}^*)/\mathcal{R}^*\) be the linear map such that \(P(\mathcal{R}_i^* + \mathcal{R}^*, \mathcal{R}^*)((\tilde{A})|(\mathcal{R}_i^* + \mathcal{R}^*)) = \tilde{A}_i P(\mathcal{R}_i^* + \mathcal{R}^*, \mathcal{R}^*)\) and let \(\tilde{B}_i = P(\mathcal{R}_i^* + \mathcal{R}^*, \mathcal{R}^*)(\tilde{B}_i).\) In \(z\)–coordinates, the pair \((\tilde{A}_i, \tilde{B}_i)\) is exactly \((\tilde{A}_i, \tilde{B}_i)).\)

Finally, consider the well–defined system
\[
\dot{x}_{i+2} = \tilde{A}_{i+2,\nu+2} x_{\nu+2} + \tilde{B}_{i+2,\nu+1} u_{\nu+1}.
\]  
(2.5)

The coordinate–free characterization of (2.5) is given by the pair \((\tilde{A}|\mathcal{Q}^*, \Pi(\mathcal{Q}^*, \mathcal{S})(\tilde{B}_{\nu+1})),\) where \(\Pi(\mathcal{Q}^*, \mathcal{S})\) is the natural projection on \(\mathcal{Q}^*\) along any \(\mathcal{S}\) such that \(\mathcal{Q}^* \oplus \mathcal{S} = \mathbb{R}^{\nu}.\) We remark that \(\Pi(\mathcal{Q}^*, \mathcal{S})(\tilde{B}_{\nu+1})\) does not depend on the choice of \(\mathcal{S},\) since \(\tilde{B}_{\nu+1} \in \mathcal{Q}^*.\)

It is worth noting that, since \((A, B)\) is controllable by assumption, also the pair \((\tilde{A}_i, \tilde{B}_i)\) is controllable and, thus, (2.4) is asymptotically stabilizable via static feedback. On the other hand, also (2.5) is asymptotically stabilizable via static feedback, since \(\mathcal{Q}^*\) is a controllability subspace (see proposition 1.1).

The dynamics (2.3), (2.4) and (2.5) can be uniquely associated to a given system (1.1), which satisfies (2.1), in the following sense. Let us apply to (2.2) any regular feedback law
\[ u = Fx + Gv, \] which satisfies (1.5) for some column (block) partition \( G = (G_1, \ldots, G_{\nu+1}) \) and with \( R_i = R_i^* \). Denote by \( \tilde{\Sigma}' \) the system obtained from (2.2). One might ask if the dynamics (2.3), (2.4) and (2.5), defined for (2.2), are “different” from the corresponding ones defined for \( \tilde{\Sigma}' \). Denote by (2.3)', (2.4)' and (2.5)' the dynamics defined as (2.3), (2.4) and (2.5), respectively, on \( \tilde{\Sigma}' \). We give the following important result, which will be proved in chapter 2 for nonlinear systems.

**Proposition 2.1.** The dynamics (2.3) and (2.3)' are equal up to changes of coordinates. The systems (2.4) and (2.4)' and, respectively, (2.5) and (2.5)' are equal up to changes of coordinates and regular static feedback transformations.

Proposition 2.1 states that the definition of (2.3), (2.4) and (2.5) is independent (up to changes of coordinates and regular static feedback transformations) of the feedback law chosen to obtain (2.2).

### 2.2.2 Necessary and sufficient conditions

As already pointed out, the dynamics (2.3), (2.4) and (2.5) are crucial in finding necessary and sufficient conditions to solve NSS. Indeed, it has been shown in [90] that if NSS is solvable, then (2.3) must be asymptotically stable, i.e. \( \tilde{A}_{\nu+1,\nu+1} \) must be Hurwitz (a proof of this fact will be given for nonlinear systems in section 2.3.2).

Conversely, assume that \( \tilde{A}_{\nu+1,\nu+1} \) is Hurwitz. Note that (2.1) plus controllability of (1.1) implies \( R_i^* + K_i = IR^n \) for \( i = 1, \ldots, \nu \). Indeed, if (1.2) is a regular feedback law such that (1.5) is satisfied with \( R_i = R_i^* \) and since \((A,B)\) is controllable, it follows from (2.1) that \( \sum_{i=1}^{\nu} R_i^* = IR^n \). This, together with \( \sum_{j \neq i} R_j^* \subset K_i \), implies (3.1). Since (2.4) and (2.5) are asymptotically stabilizable via static feedback, it follows that, if

\[
\begin{align*}
  u_i &= \tilde{F}_i x_i + v_i, \quad i = 1, \ldots, \nu, \\
  u_{\nu+1} &= \tilde{F}_{\nu+1} x_{\nu+2} + v_{\nu+1}, \\
\end{align*}
\]

is a feedback law such that \( \tilde{A}_{ii} + \tilde{B}_{ii} \tilde{F}_i, \ i = 1, \ldots, \nu, \) and \( \tilde{A}_{\nu+2,\nu+2} + \tilde{B}_{\nu+2,\nu+1} \tilde{F}_{\nu+1} \) are Hurwitz, the system (2.2)–(2.6) is asymptotically stable and satisfies (1.4), (1.5) and (1.6) with \( R_i = R_i^* \).

We can sum up the above results in the following theorem.

**Theorem 2.2.** Let us consider the class of regular static feedback laws and suppose that \((A,B)\) is controllable. Then, NSS is solvable if and only if
a) \( \sum_{i=1}^{\nu} R_i^* \cap B = B, \)

b) the dynamics (2.3) is asymptotically stable.

2.3 Noninteracting control with stability via dynamic feedback

As it is apparent from theorem 2.2, even for linear systems there is a nontrivial obstruction to solving NSS, given by the fact that (2.3) must be asymptotically stable. It is natural to ask if dynamic feedback can help overcoming this obstruction. To answer this question, we will show that

\[ R_i^* + K_i = \mathbb{R}^n, \quad i = 1, \ldots, \nu, \]

is a necessary and sufficient condition to solve NSD. In other words, noninteraction and stability can be achieved via dynamic feedback if and only if the subspaces \( R_1^*, \ldots, R_{\nu}^* \) satisfy the output controllability property. This also amounts to say that noninteraction and stability can be achieved via dynamic feedback if and only if only noninteraction can be achieved via dynamic feedback. Together with theorem 2.2, this implies that if (2.3) is unstable then dynamic feedback can be used to “destroy” the unstable dynamics of (2.3). Note also that (2.1) implies (3.1).

We can assume without loss of generality that \( Q^* = 0 \). To understand this, we will show first that NSD is solvable for (1.1) if it is solvable for the system obtained from (2.2) by projecting \( \mathbb{R}^n \) onto \( \mathbb{R}^n/Q^* \). For, there exist a feedback law (1.2) and a column (block) partition \( G_1, G_2 \) of \( G \) such that \( Q^* \) is invariant under \( \bar{A}, Q^* \cap \mathcal{G} = \text{span}\{BG_1\} \) and \( (\bar{A})|Q^* \) is Hurwitz (this is always possible by proposition 1.1). After a change of coordinates \( \eta = (\eta_1^T \quad \eta_2^T)^T \) such that \( Q^* = \text{span}\{\partial/\partial \eta_1\} \), the system (1.1)–(1.2) is

\[
\begin{align*}
\dot{\eta}_1 &= \bar{A}_{11} \eta_1 + \bar{A}_{12} \eta_2 + \sum_{j=1}^{\nu+1} \bar{B}_{1j} u_j, \\
\dot{\eta}_2 &= \bar{A}_{22} \eta_2 + \sum_{j=1}^{\nu} \bar{B}_{2j} u_j, \\
y_i &= \bar{C}_{i2} \eta_2, \quad i = 1, \ldots, \nu,
\end{align*}
\]

(3.2)

with \( \bar{A}_{11} \) being Hurwitz. Now, consider the subsystem

\[
\begin{align*}
\dot{\eta}_2 &= \bar{A}_{22} \eta_2 + \sum_{j=1}^{\nu} \bar{B}_{2j} u_j, \\
y_i &= \bar{C}_{i2} \eta_2, \quad i = 1, \ldots, \nu.
\end{align*}
\]

(3.3)
If the feedback law
\[ u_i = \bar{F}_{i1}\eta_2 + \bar{F}_{i2}w + \bar{G}_iv, \quad i = 1, \ldots, \nu, \]
\[ \dot{w} = \bar{G}_1\eta_2 + \bar{G}_2w + \bar{H}v, \]
solves NSD for (3.3), then by plugging it into (3.2), we obtain
\[ \begin{align*}
\dot{\eta}_1 &= \bar{A}_{11}\eta_1 + (\bar{A}_{12} + \sum_{j=1}^{\nu} \bar{B}_{1j}\bar{F}_{j1})\eta_2 + \sum_{j=1}^{\nu} \bar{B}_{1j}\bar{F}_{j2}w + \sum_{j=1}^{\nu} \bar{B}_{1j}\bar{G}_jv + \bar{B}_{1,\nu+1}u_{\nu+1}, \\
\dot{\eta}_2 &= (\bar{A}_{22} + \sum_{j=1}^{\nu} \bar{B}_{2j}\bar{F}_{j1})\eta_2 + \sum_{j=1}^{\nu} \bar{B}_{2j}\bar{F}_{j2}w + \sum_{j=1}^{\nu} \bar{B}_{2j}\bar{G}_jv, \\
\dot{w} &= \bar{G}_1\eta_2 + \bar{G}_2w + \bar{H}v, \\
y_i &= \bar{C}_{i2}\eta_2, \quad i = 1, \ldots, \nu,
\end{align*} \]
which is asymptotically stable, since
\[ \begin{pmatrix}
\bar{A}_{22} + \sum_{j=1}^{\nu} \bar{B}_{2j}\bar{F}_{j1} & \sum_{j=1}^{\nu} \bar{B}_{2j}\bar{F}_{j2} \\
\bar{G}_1 & \bar{G}_2
\end{pmatrix} \]
and \( \bar{A}_{11} \) are Hurwitz matrices. Moreover, (3.4) is also noninteractive by construction, since
\[ \begin{align*}
\dot{\eta}_2 &= (\bar{A}_{22} + \sum_{j=1}^{\nu} \bar{B}_{2j}\bar{F}_{j1})\eta_2 + \sum_{j=1}^{\nu} \bar{B}_{2j}\bar{F}_{j2}w + \sum_{j=1}^{\nu} \bar{B}_{2j}\bar{G}_jv, \\
\dot{w} &= \bar{G}_1\eta_2 + \bar{G}_2w + \bar{H}v, \\
y_i &= \bar{C}_{i2}\eta_2, \quad i = 1, \ldots, \nu,
\end{align*} \]
is noninteractive and the outputs \( y_1, \ldots, y_\nu \) are not influenced by (the components of) \( \eta_1 \). Moreover, if \( y_i \) is controllable through the inputs of the \( i \)-th block in (3.5), this remains true in (3.4) This proves that if NSD is solvable for (3.3), then it is solvable also for (3.2). Now, denote by \( \bar{R}_*^1, \ldots, \bar{R}_*^\nu \) the maximal controllability subspace for (3.3) contained in \( \bigcap_{j \neq i} \ker \{ \bar{C}_{j2} \} \), by \( \bar{Q}^* \) the maximal controllability subspace for (3.3) contained in \( \bigcap_{i=1}^{\nu} \bigcap_{j \neq i} \bar{R}_*^j \) and by \( P(\mathbb{R}^n, \bar{Q}^*) \) the canonical projection \( P(\mathbb{R}^n, \bar{Q}^*): \mathbb{R}^n \to \mathbb{R}^n/\bar{Q}^* \). If we show that (3.3) is controllable, the distributions \( \bar{R}_*^1, \ldots, \bar{R}_*^\nu \) satisfy the output controllability property and \( \bar{Q}^* = 0 \), then, without loss of generality, we can assume \( \bar{Q}^* = 0 \) for (1.1). For, since (1.1) is controllable, (3.3) is also controllable. Since \( \bar{Q}^* \subset \bar{R}_*^i \), reasoning as in [40] (lemma A.9), it can be easily shown that \( \bar{R}_*^i = P(\mathbb{R}^n, \bar{Q}^*)(\bar{R}_*^i) \) and that \( \bar{Q}^* = P(\mathbb{R}^n, \bar{Q}^*)(\bar{Q}^*) = 0 \). By projecting (3.1), we obtain that the distributions \( \bar{R}_*^1, \ldots, \bar{R}_*^\nu \) satisfy the output controllability property.
Before going further, we spend few words on the lines of the proof. First, we will define a set of \( \nu \) linearly independent controllability subspaces \( \mathcal{R}_i^e \subset \bigcap_{j \neq i} K_j^e \), \( i = 1, \ldots, \nu \). Since by construction the subspaces \( \mathcal{R}_1^e, \ldots, \mathcal{R}_\nu^e \) are linearly independent, there exist a regular feedback law \( u^e = F^e x^e + G^e v^e \) and a column (block) partition \( G_1^e, \ldots, G_{\nu+1}^e \) of \( G^e \) such that \( \mathcal{R}_1^e, \ldots, \mathcal{R}_\nu^e \) are invariant under \( A^e + B^e F^e \), \( \mathcal{R}_i^e \cap \mathcal{G}^e = \text{span}\{B^e G_i^e\} \) and \( (A^e + B^e F^e)|\mathcal{R}_i^e \) is Hurwitz. Let \( \tilde{\Sigma}^e \) be the system obtained from plugging this feedback law into (1.7). Since \( \tilde{\Sigma}^e \) is controllable, also the system, obtained from \( \tilde{\Sigma}^e \) by projecting \( IR^{n+\nu} \) onto \( IR^{n+\nu} / (\sum_{i=1}^{\nu} \mathcal{R}_i^e) \), is controllable. It follows that the overall system \( \tilde{\Sigma}^e \) is asymptotically stabilizable through a feedback law which preserves the invariance of the controllability subspaces \( \mathcal{R}_i^e \), \( i = 1, \ldots, \nu \). Since this invariance property amounts to noninteraction, we obtain both noninteraction and stability.

Now, let us go down to the details. Let \( s_i \) be the dimension of \( \mathcal{R}_i^* \) and \( X_{i1}, \ldots, X_{is_i} \) be linearly independent vectors such that \( \mathcal{R}_i^* = \text{span}\{X_{i1}, \ldots, X_{is_i}\} \).

Consider an extended system (1.7) with

\[
w = \begin{pmatrix} w_1 \\ \vdots \\ w_\nu \end{pmatrix}, \quad w_i \in IR^{s_i}, \quad i = 1, \ldots, \nu.
\]

Let \( \Pi(\mathcal{R}_i^*, \mathcal{S}_i) : IR^n \rightarrow IR^{s_i} \) be a linear map such that \( \Pi(\mathcal{R}_i^*, \mathcal{S}_i)(\mathcal{R}_i^*) = IR^{s_i} \). Given a subspace \( \mathcal{S}_i \) such that \( \mathcal{S}_i \oplus \mathcal{R}_i^* = IR^n \), a very simple choice of \( \Pi(\mathcal{R}_i^*, \mathcal{S}_i) \) is given, for example, by the natural projection on \( \mathcal{R}_i^* \) along \( \mathcal{S}_i \). The map \( \Pi(\mathcal{R}_i^*, \mathcal{S}_i) \) can be identified with a matrix \( s_i \times n \) (once bases of \( \mathcal{R}_i^* \) and \( \mathcal{S}_i \), respectively, are chosen).

Let us define the following vectors of \( IR^{n+\nu} \)

\[
X_{ik}^e = \begin{pmatrix} X_{ik} \\ 0_{s_1 \times 1} \\ \vdots \\ X_{ik}^* \\ 0_{s_{i+1} \times 1} \\ \vdots \\ 0_{s_m \times 1} \end{pmatrix}, \quad k = 1, \ldots, s_i,
\]

(3.6)

where

\[
X_{ik}^* = \Pi(\mathcal{R}_i^*, \mathcal{S}_i)(X_{ik}),
\]

and, correspondingly, the subspaces of \( IR^{n+\nu} \)

\[
\mathcal{R}_i^e = \text{span}\{X_{ik}^e : k = 1, \ldots, s_i\}, \quad i = 1, \ldots, \nu.
\]

(3.7)
These subspaces enjoy very interesting properties.

**Proposition 3.1.** The subspaces $\mathcal{R}_i^e$, $i = 1, \ldots, \nu$, are linearly independent controllability subspaces for (1.7), contained in $\bigcap_{j \neq i} K_j^e$ and with dimension equal to $s_i$; in particular, they are controlled invariant subspaces for (1.7). \hfill \Box

Since the subspaces $\mathcal{R}_i^e$, $i = 1, \ldots, \nu$, are independent and controlled invariant, they are also compatible.

**Proposition 3.2.** There exist a regular feedback law

$$u^e = F^e x^e + G^e v^e$$

and a column (block) partition $G_1^e, \ldots, G_{\nu+1}^e$ of $G^e$ such that $(A^e + B^e F^e) \mathcal{R}_i^e \subset \mathcal{R}_i^e$ and $\mathcal{R}_i^e \cap B^e = \text{span}\{B^e G_i^e\}$, $i = 1, \ldots, \nu$. \hfill \Box

In what follows, let $v_1^e, \ldots, v_{\nu+1}^e$ be the (block) partition of the input vector $v^e$ corresponding to the partition of $G^e$. Moreover, the system (1.7)–(3.8) will be denoted by

$$\begin{align*}
\dot{x}^e &= \tilde{A}^e x^e + \sum_{j=1}^{\nu+1} \tilde{B}_j^e v_j^e, \\
y_i &= \tilde{C}_i^e x^e, \quad i = 1, \ldots, \nu.
\end{align*}$$

After possibly changing coordinates, since $\mathcal{R}_1^e, \ldots, \mathcal{R}_\nu^e$ are invariant under $\tilde{A}^e$ and $\mathcal{R}_i^e \subset \bigcap_{j \neq i} K_j^e$, (3.9) has the following form

$$\begin{align*}
\dot{z}_i^e &= \tilde{A}_{ii}^e z_i^e + \tilde{A}_{i,\nu+1}^e z_{\nu+1}^e + \tilde{B}_{i,\nu+1}^e v_i^e + \tilde{B}_{i,\nu+1}^e v_{\nu+1}^e, \quad i = 1, \ldots, \nu, \\
\dot{z}_{\nu+1}^e &= \tilde{A}_{\nu+1,\nu+1}^e z_{\nu+1}^e + \tilde{B}_{\nu+1,\nu+1}^e v_{\nu+1}^e, \\
y_i &= \tilde{C}_i^e z_i^e + \tilde{C}_{i,\nu+1}^e z_{\nu+1}^e, \quad i = 1, \ldots, \nu,
\end{align*}$$

with $\mathcal{R}_i^e = \text{span}\{\partial/\partial z_i^e\}$. It is worth noting that for $v_{\nu+1}^e = 0$ we obtain a system which is noninteractive but not necessarily asymptotically stable. Moreover, we have $\tilde{C}_i^e \mathcal{R}_i^e = \mathbb{R}^{n_1}$, $i = 1, \ldots, \nu$, since $\Pi(\mathbb{R}^{n+n_w}, \mathbb{R}^n)(\mathcal{R}_i^e) = \mathcal{R}_i^*$, where $\Pi(\mathbb{R}^{n+n_w}, \mathbb{R}^n) : \mathbb{R}^{n+n_w} \to \mathbb{R}^n$ is the natural projection, and $\mathcal{R}_i^* + \mathcal{K}_i = \mathbb{R}^n$.

We will see in a moment that it is possible to stabilize (3.9) without destroying its output controllability and noninteraction properties.

For, note that, since $\mathcal{R}_i^e = (\tilde{A}^e|\text{span}\{\tilde{B}_i^e\})$, the pair $(\tilde{A}_{ii}^e, \tilde{B}_{ii}^e)$ is controllable. Thus, each system

$$\begin{align*}
\dot{z}_i^e &= \tilde{A}_{ii}^e z_i^e + \tilde{B}_{ii}^e v_i^e, \quad i = 1, \ldots, \nu,
\end{align*}$$

(3.11)
is asymptotically stabilizable through a feedback law

\[ v_i^e = \bar{F}_i^e z_i^e + v_i. \]  

(3.12)

On the other hand, also

\[ \dot{z}_{\nu+1}^e = \bar{A}_{\nu+1, \nu+1} z_{\nu+1}^e + \bar{B}_{\nu+1, \nu+1} v_{\nu+1}^e \]  

(3.13)

is asymptotically stabilizable through a feedback law

\[ v_{\nu+1}^e = \bar{F}_{\nu+1}^e z_{\nu+1}^e, \]  

(3.14)

since (3.10) is controllable and (3.13) is the system obtained from (3.10) by projecting \( \mathbb{H}^{n+n_w} \) onto \( \mathbb{H}^{n+n_w} / (\sum_{i=1}^{\nu} \mathbb{R}_i^e) \).

The system (3.10)–(3.12)–(3.14) is clearly asymptotically stable (since \( \bar{A}_i^e + \bar{B}_i^e \bar{F}_i^e \), \( i = 1, \ldots, \nu + 1 \), are Hurwitz) and noninteractive (since (3.12) and (3.14) preserve the triangular structure of (3.10)).

At this point, a problem may arise when \( \sum_{i=1}^{\nu} \dim v_i > m \). In this case, by applying the celebrated Heymann’s lemma ([46]), the feedback law \( u^e = F^e x^e + G^e v^e \) of proposition 3.2 can be chosen in such a way that, if \( \bar{b}_i^e \) is a nonzero column of \( \bar{B}_i^e \), we have \( \mathbb{R}_i^e = \langle \bar{A}_i^e | \text{span} \{ \bar{b}_i^e \} \rangle \). It is worth noting that, by doing so, the number of the inputs is reduced to \( \nu \). If \( \nu < m \), by cascading (3.8), (3.12) and (3.14), we obtain (in \( (x, w) \)–coordinates) a dynamic feedback law

\[ u = F_1 x + F_2 w + G v, \]

\[ \dot{w} = \Gamma_1 x + \Gamma_2 w + H v, \]  

(3.15)

such that the system

\[ \dot{x} = Ax + B(F_1 x + F_2 w) + B G v, \]

\[ \dot{w} = \Gamma_1 x + \Gamma_2 w + H v, \]

\[ u = F_1 x + F_2 w + G v, \]

with output vector \( u \) and input vector \( v \) is possibly noninvertible, in the sense of [74] (see also section 2.1). Equivalently, this can be restated in the Laplace domain by saying that we obtain a proper compensator \( G(s) \) with certain rows linearly dependent for all \( s \) (or identically equal to zero).

So far, we have proved that if (3.1) is satisfied then NSD is solvable. The converse of this result follows easily from \( \mathbb{R}_i^e + \mathbb{K}_i^e = \mathbb{H}^{n+n_w}, \ i = 1, \ldots, \nu, \) and the following proposition.
Proposition 3.3. ([91], lemma 9.1) Let $\Pi(\mathbb{R}^{n+n^w}, \mathbb{R}^n)$ be as above. Then, $\Pi(\mathbb{R}^{n+n^w}, \mathbb{R}^n)(\mathcal{R}_i^e)$ is a controllability subspace for (1.1) contained in $\bigcap_{j \neq i} \mathcal{K}_j$. In particular, $\Pi(\mathbb{R}^{n+n^w}, \mathbb{R}^n)(\mathcal{R}_i^e) \subset \mathcal{R}_i^*$. □

We sum up the above results in the following important theorem.

Theorem 3.4. ([58], [90], [91]) Assume that $(A, B)$ is controllable. Then, NSD is solvable if and only if

$$\mathcal{R}_i^* + \mathcal{K}_i = \mathbb{R}^n, \quad i = 1, \ldots, \nu. \quad \square$$

Before concluding this section, we want to spend few more words on the output controllability condition (3.1). If $m = p = \nu$, i.e. each output is controlled by one input, the condition (3.1) guarantees that $\tilde{\Sigma}^e$ has vector relative degree $r_1^e, \ldots, r_m^e$. Indeed, if $\mathcal{R}_i^e$ is defined as in (3.7) and a feedback law, which solves ND for (1.1), is chosen as above, we have $\mathcal{R}_i^e = \langle \tilde{A}^e | \text{span}\{\tilde{b}_i^e\} \rangle$ and $\mathcal{R}_i^e + \mathcal{K}_i^e = \mathbb{R}^{n+n^w}$ for $i = 1, \ldots, \nu$. This implies that $C_i^e (\tilde{A}^e)^{r_i^e} \tilde{b}_i^e \neq 0$ for $i = 1, \ldots, \nu$ and for some $r_i^e < s_i$ or, equivalently, that $\tilde{\Sigma}^e$ has vector relative degree $r_1^e, \ldots, r_m^e$.

On the other hand, if $\tilde{\Sigma}^e$ has vector relative degree $r_1^e, \ldots, r_m^e$, then $\mathcal{R}_i^e + \mathcal{K}_i^e = \mathbb{R}^{n+n^w}$, $i = 1, \ldots, m$, where $\mathcal{R}_i^e$ is defined as in (1.5). By projecting $\mathcal{R}_i^e + \mathcal{K}_i^e = \mathbb{R}^{n+n^w}$, we obtain $\Pi(\mathbb{R}^{n+n^w}, \mathbb{R}^n)(\mathcal{R}_i^e) + \mathcal{K}_i = \mathbb{R}^n$. This, together with proposition 3.3, gives (3.1). Thus, the output controllability condition (3.1) is equivalent to requiring $\tilde{\Sigma}^e$ have vector relative degree $r_1^e, \ldots, r_m^e$. For nonlinear systems, this equivalence is no longer true, in general. The reasons of this fact will be explained in more details in the next chapter.
CHAPTER 3

NONINTERACTING CONTROL WITH LOCAL STABILITY
FOR NONLINEAR SYSTEMS: BASIC PRINCIPLES

3.1 The class of admissible feedback laws

Let us consider nonlinear systems of the form
\[ \dot{x} = f(x) + \sum_{j=1}^{m} g_j(x)u_j, \]
\[ y_i = h_i(x), \quad i = 1, \ldots, m, \]
with \( x \in \mathbb{R}^n \), \( u_j \in \mathbb{R} \), \( f(x) \) and \( g_j(x), j = 1, \ldots, m \), smooth vector fields and \( h_i(x), i = 1, \ldots, m \), smooth real–valued functions, defined on some open set of \( \mathbb{R}^n \), and dynamic feedback laws of the form
\[ u_i = \alpha_i(x, w) + \sum_{j=1}^{m} \beta_{ij}(x, w)v_j, \quad i = 1, \ldots, m, \]
\[ \dot{w} = \gamma(x, w) + \sum_{j=1}^{m} \delta_j(x, w)v_j, \]
with \( w \in \mathbb{R}^{n_w} \), \( v_j \in \mathbb{R} \) and \( \alpha_i(x, w), \beta_{ij}(x, w), \gamma(x, w) \) and \( \delta_j(x, w) \) smooth (vector–valued) functions, defined on some open set of \( \mathbb{R}^{n+n_w} \). Moreover, \( \alpha_i(0,0) = 0 \) and \( \gamma(0,0) = 0 \). If \( n_w = 0 \), the feedback law is said to be static.

As well-known in the literature, for linear systems (2.1.1) with \( m = p = \nu \), the design of a linear feedback law which achieves noninteraction plus output controllability amounts to find a proper \( m \times m \) matrix \( G(s) \) such that, denoting by \( W(s) \) the transfer matrix associated with (2.1.1), the matrix \( W(s)G(s) \) is diagonal, with diagonal entries \( d_i(s), \) \( i = 1, \ldots, m \), of the form \( 1/s^l \) for some integer \( l \). This implies that \( G(s) \) and \( W(s) \) be invertible matrices for almost all \( s \). We will say that a linear system (2.1.1) with \( m = p = \nu \) is invertible if its transfer function matrix is invertible for almost all \( s \).
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On the other hand, the existence of a proper $G(s)$, which is invertible for almost all $s$, amounts to the existence of a feedback law

$$u_i = F_{i1}x + F_{i2}w + \sum_{j=1}^{m} G_{ij}v_j, \quad i = 1, \ldots, m,$$

$$\dot{w} = \Gamma_1x + \Gamma_2w + \sum_{j=1}^{m} H_jv_j,$$

such that the linear system

$$u_i = F_{i1}x + F_{i2}w + \sum_{j=1}^{m} G_{ij}v_j, \quad i = 1, \ldots, m,$$

$$\dot{w} = \Gamma_1x + \Gamma_2w + \sum_{j=1}^{m} H_jv_j,$$

$$\dot{x} = Ax + \sum_{j=1}^{m} B_j(F_{j1}x + F_{j2}w) + \sum_{j=1}^{m} \sum_{h=1}^{m} B_jG_{jh}v_h,$$

with input vector $v = (v_1 \cdots v_m)^T$ and output vector $u = (u_1 \cdots u_m)^T$ is invertible in the sense of [74]. We will say in this case that the feedback law is invertible.

A very easy way of testing the invertibility of (1.3) (and, in general, of a linear system) is given by the Silverman’s structure algorithm ([74]). This algorithm gives at the $k$–th step a suitable matrix $D_k$. If there exists $k^* \leq n$ such that the rank of $D_{k^*}$ is $m$, then (1.3) is invertible. Conversely, if (1.3) invertible, then there must exist some $k^* \leq n$ such that $D_{k^*}$ has rank equal to $m$.

At the beginning of the eighties, the concept of invertibility has been extended to a nonlinear setting. On the base of a first algorithm given by Hirschorn ([48]), Singh ([77]) has given a generalized version of the Silverman’s structure algorithm for the class of systems

$$\dot{x} = f(x) + \sum_{j=1}^{m} g_j(x)u_j,$$

$$y_i = h_i(x) + \sum_{j=1}^{m} k_{ij}(x)u_j, \quad i = 1, \ldots, m.$$  

(1.4)

Since Singh’s algorithm plays a fundamental role in all the subsequent analysis, we will shortly review it here. We will say that (1.4) is invertible at $\hat{x} \in \mathbb{R}^n$ if, denoting by $y(t, \hat{x}, u(t))$ the output of (1.4) with initial state $\hat{x}$ and input vector $u(t)$, whenever $u^a(t)$ and $u^b(t)$ are distinct admissible input vectors, we have $y(t, u^a(t), \hat{x}) \neq y(t, u^b(t), \hat{x})$. The
system (1.4) is (strongly) invertible if, for each $\hat{x} \in M$, with $M$ open and dense subset of $\mathbb{R}^n$, there exists an open neighbourhood $U$ of $\hat{x}$ such that (1.4) is invertible at each $x \in U$. Invertibility at $\hat{x}$ does not imply, in general, invertibility at any other point $x \neq \hat{x}$ (this is due to the nonlinear dependence of $y(t, u(t), \hat{x})$ on the initial state $\hat{x}$). On the other hand, for linear systems this definition of invertibility is equivalent to the one given above in the Laplace domain and does not depend on the initial state $\hat{x}$.

Let us denote $(v_1 \ldots v_m)^T$ by $v$, $(u_1 \ldots u_m)^T$ by $u$, $(y_1 \ldots y_m)^T$ by $y$, $(h_1(x) \ldots h_m(x))^T$ by $h(x)$, $(g_1(x) \ldots g_m(x))$ by $G(x)$, $(k_{i1}(x) \ldots k_{im}(x))$ by $K_i(x)$ and $(K_1^T(x) \ldots K_m^T(x))^T$ by $K(x)$. Given a vector-valued function $Y(x)$ and a matrix $A(x)$ (with suitable dimensions), we also denote by $L_A Y(x)$ the matrix $(\partial Y/\partial x)(x)A(x)$, where $(\partial Y/\partial x)(x)$ is the Jacobian of $Y(x)$ at $x$.

Suppose that the rank of $K(x)$ is $q_0$ for all $x$ in an open and dense subset $M_0$ of $\mathbb{R}^n$. After possibly permuting and linearly combining the rows of $K(x)$, we obtain

$$\dot{x} = f(x) + G(x)u, \quad x \in M_0,$$
$$z_1(x, y) = c_1(x) + D_1(x)u,$$

where

$$D_1(x) = R_0(x)K(x) = \begin{pmatrix} D_{11}(x) \\ 0 \end{pmatrix},$$

$$z_1(x, y) = R_0(x)y, \quad c_1(x) = R_0(x)h(x),$$

$R_0(x)$ is a $m \times m$ matrix, with smooth entries and invertible for all $x \in M_0$, and $D_{11}(x)$ is a $q_0 \times m$ matrix with rank $q_0$ for all $x \in M_0$. Now, decompose $z_1$ as follows

$$z_1(x, y) = \begin{pmatrix} \tilde{z}_1(x, y) \\ \hat{z}_1(x, y) \end{pmatrix} = \begin{pmatrix} \tilde{c}_1(x) \\ \hat{c}_1(x) \end{pmatrix} + \begin{pmatrix} D_{11}(x) \\ 0 \end{pmatrix} u.$$

In what follows, we will denote by the superscript $(k)$ the number of derivatives with respect to time.

**Step 1.** Let us differentiate $\tilde{z}_1(x, y)$ and $\hat{c}_1(x)$ with respect to time. We obtain

$$\tilde{z}_1^{(1)}(x, y, y^{(1)}, u) = L_f \tilde{z}_1(x, y) + \frac{\partial \tilde{z}_1}{\partial y}(x, y)y^{(1)} + L_G \tilde{z}_1(x, y)u,$$
$$\hat{c}_1^{(1)}(x, u) = L_f \hat{c}_1(x) + L_G \hat{c}_1(x)u,$$

Assume that the rank of the matrix

$$A_1(x, y) = \begin{pmatrix} D_{11}(x) \\ L_G \hat{c}_1(x) - L_G \tilde{z}_1(x, y) \end{pmatrix}$$
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is equal to \( q_1 \geq q_0 \) on a dense and open subset \( M_1 \subset M_0 \times \mathbb{R}^m \). After possibly permuting and linearly combining the rows of \( A(x, y) \), since \( \hat{z}_1^{(1)}(x, y, y^{(1)}, u) = \hat{c}_1^{(1)}(x, u) \), we obtain

\[
\begin{align*}
\dot{x} &= f(x) + G(x)u, \quad (x, y) \in M_1, \\
\dot{z}_2(x, y, y^{(1)}) &= c_2(x, y) + D_2(x, y)u,
\end{align*}
\]

where

\[
\begin{align*}
D_2(x, y) &= R_1(x, y)A_1(x, y) = \begin{pmatrix} D_{22}(x, y) \\ 0 \end{pmatrix}, \\
\hat{c}_2(x, y) &= \hat{c}_1(x) + D_2(x, y)u, \\
c_2(x, y) &= R_1(x, y) \hat{c}_1(x),
\end{align*}
\]

\( R_1(x, y) \) is a \( m \times m \) matrix, with smooth entries and invertible for all \( (x, y) \in M_1 \), and \( D_{22}(x, y) \) is a \( q_1 \times m \) matrix with rank \( q_1 \) for all \( (x, y) \in M_1 \). Now decompose \( z_2 \) as follows

\[
\begin{align*}
\dot{z}_2(x, y, y^{(1)}) &= \left( \begin{array}{c} \hat{z}_2(x, y, y^{(1)}) \\ \hat{c}_2(x, y) \end{array} \right) = \left( \begin{array}{c} \hat{c}_2(x, y) \\ \hat{c}_2(x, y) \end{array} \right) + \begin{pmatrix} D_{22}(x, y) \\ 0 \end{pmatrix}u.
\end{align*}
\]

**Step \( k \geq 2 \).** Let us differentiate \( \hat{z}_k(x, y, \ldots, y^{(k-1)}) \) and \( \hat{c}_k(x, y, \ldots, y^{(k-2)}) \) with respect to time. We obtain

\[
\begin{align*}
\dot{\hat{z}}_k^{(1)}(x, y, \ldots, y^{(k-1)}, u) &= L_\xi \hat{z}_k(x, y, \ldots, y^{(k-1)}) + \sum_{j=0}^{k-1} \frac{\partial \hat{z}_k}{\partial y^{(j)}}(x, y, \ldots, y^{(k-1)})y^{(j+1)} + \\
&\quad + L_G \hat{z}_k(x, y, \ldots, y^{(k-1)})u, \\
\dot{\hat{c}}_k^{(1)}(x, y, \ldots, y^{(k-1)}, u) &= L_\xi \hat{c}_k(x, y, \ldots, y^{(k-2)}) + L_G \hat{c}_k(x, y, \ldots, y^{(k-2)})u + \\
&\quad + \sum_{j=0}^{k-2} \frac{\partial \hat{c}_k}{\partial y^{(j)}}(x, y, \ldots, y^{(k-2)})y^{(j+1)}.
\end{align*}
\]

Suppose that the rank of the matrix

\[
A_k(x, y, \ldots, y^{(k-1)}) = \begin{pmatrix} D_{kk}(x, y, \ldots, y^{(k-2)}) \\ L_G \hat{c}_k(x, y, \ldots, y^{(k-2)}) - L_G \hat{z}_k(x, y, \ldots, y^{(k-1)}) \end{pmatrix}
\]

is equal to \( q_k \geq q_{k-1} \) on a dense and open subset \( M_k \subset M_{k-1} \times \mathbb{R}^m \). After possibly permuting and linearly combining the rows of \( A_k(x, y, \ldots, y^{(k-1)}) \), since \( \hat{z}_k^{(1)}(x, y, \ldots, y^{(k)}, u) = \hat{c}_k^{(1)}(x, y, \ldots, y^{(k-1)}, u) \), we obtain

\[
\begin{align*}
\dot{x} &= f(x) + G(x)u, \quad (x, y, \ldots, y^{(k-1)}) \in M_k, \\
\dot{z}_{k+1}(x, y, \ldots, y^{(k)}) &= c_{k+1}(x, y, \ldots, y^{(k-1)}) + D_{k+1}(x, y, \ldots, y^{(k-1)})u,
\end{align*}
\]
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Theorem 1.1. \( \text{[77]} \)  
with the backlaw. Let \( M \) the rank of the matrix \( A \).

Definition 1.2. A feedback law (1.2) is said to be invertible if the system \( R_k(x, y, \ldots, y^{(k-1)}) \) is a \( m \times m \) matrix, with smooth entries and invertible for all \( (x, y, \ldots, y^{(k-1)}) \in M_k \), and \( D_{k+1,k+1}(x, y, \ldots, y^{(k-1)}) \) is a \( q_k \times m \) matrix with rank \( q_k \) for all \( (x, y, \ldots, y^{(k-1)}) \in M_k \). Now decompose \( z_{k+1} \) as follows

\[
z_{k+1}(x, y, \ldots, y^{(k)}) = R_k(x, y, \ldots, y^{(k-1)}).
\]

Theorem 1.1. ([77]) If there exists \( k^* < \infty \) such that \( q_{k^*} = m \) on an open and dense subset \( M_{k^*} \subset R^n \times R^{mk^*} \), then (1.3) is invertible as long as its trajectory satisfies \( (x(t), y(t), \ldots, y^{(k^*-1)}(t)) \in M_{k^*} \).

If \( f(x), g_j(x) \) and \( h_j(x), i = 1, \ldots, m \), are analytic functions of \( x \), then for each \( k \) the rank of the matrix \( A_k(x, y, \ldots, y^{(k-1)}) \) is always constant on some open and dense subset \( M_k \subset R^n \times R^{mk} \).

The following definition extends to a nonlinear setting the concept of invertible feedback law. Let \( \beta(x, w) \) be the \( m \times m \) matrix with \( \beta_{ij}(x, w) \) as \( (i, j) \)-th entry and \( \alpha(x, w) \) the \( m \times 1 \) vector with \( \alpha_i(x, w) \) as \( i \)-th entry. Moreover, let \( \delta(x, w) \) be the \( n^w \times m \) matrix with \( \delta_i(x, w) \) as \( i \)-th column.

Definition 1.2. A feedback law (1.2) is said to be invertible if the system

\[
\begin{align*}
    u &= \alpha(x, w) + \beta(x, w)v, \\
    \dot{x} &= f(x) + G(x)\alpha(x, w) + G(x)\beta(x, w)v, \\
    \dot{w} &= \gamma(x, w) + \delta(x, w)v,
\end{align*}
\]  
(1.5)
with input vector v and output vector u is invertible.

If \( n^w = 0 \) and \( \beta(x) \) is invertible for all \( x \) in an open and dense subset of \( \mathbb{R}^n \), (1.2) is invertible (in this case, we will say that (1.2) is regular; on the other hand, an invertible static feedback law is not necessarily regular at all points of an open and dense subset of \( \mathbb{R}^n \)). Similarly, if \( n^w > 0 \) and \( \beta(x,w) \) is invertible for all \( (x,w) \) in an open and dense subset of \( \mathbb{R}^{n+n^w} \), (1.2) is invertible.

Another interesting case in which (1.2) is invertible is when (1.5) has vector relative degree at each point of an open and dense subset of \( \mathbb{R}^{n+n^w} \); in this case, if \( r_s, \ldots, r_m \) is the vector relative degree of (1.5) at \( (x,w) \), Singh’s algorithm stops after \( k^* = (\max_{i \in \{1, \ldots, m\}} r_i) \)-th iterations and the matrix \( A_{k^*} \) is exactly the decoupling matrix of (1.5).

Suppose now that the systems (1.1) and

\[
\begin{align*}
\dot{x} &= f(x) + G(x)\alpha(x, w) + G(x)\beta(x, w)v, \\
\dot{w} &= \gamma(x, w) + \delta(x, w)v, \\
y_i &= h_i(x), \quad i = 1, \ldots, m,
\end{align*}
\]

are both noninteractive and have vector relative degree at each point of an open and dense subset \( M \subset \mathbb{R}^n \) and \( M \times M^w \subset \mathbb{R}^{n+n^w} \), respectively. It is possible to show that the feedback law (1.2) is invertible. This is a straightforward consequence of the following proposition, which is a slight modification of a result due to Wagner (in [86] and [87], the feedback laws (1.2) such that (1.6) has vector relative degree at all points of an open set, containing the origin of the state space, are said to be regular).

**Proposition 1.3.** Assume that both (1.1) and (1.6) are noninteractive and have vector relative degree at each point of an open and dense subset \( M \subset \mathbb{R}^n \) and \( M \times M^w \subset \mathbb{R}^{n+n^w} \), respectively. Then, \( \beta_{ij}(x, w) = 0 \) for \( j \neq i \) and for all \( (x, w) \in M \times M^w \). Moreover, at each \( (x^0, w^0) \in M \times M^w \) either one of the following facts can happen:

a) \( \beta_{ii}(x, w) \neq 0 \) for all \( (x, w) \) in a neighbourhood of \( x^0, w^0 \);

b) \( \beta_{ii}(x, w) = 0 \) for all \( (x, w) \) in an open neighbourhood of \( (x^0, w^0) \); in addition, there exists \( g_i \geq 1 \) such that \( L_{g_i} L_j^{k} \alpha_i(x, w) = 0 \) for \( 0 \leq k < g_i - 1 \), \( 1 \leq j \leq m \) and for all \( (x, w) \) in an open neighbourhood of \( (x^0, w^0) \) and \( L_{g_i} L_j^{g_i - 1} \alpha_i(x, w) \neq 0 \) for all \( (x, w) \) in a neighbourhood of \( x^0, w^0 \).

In other words, the system (1.5) (with output vector u) has vector relative degree at each point \( (x^0, w^0) \) of an open and dense subset of \( \mathbb{R}^{n+n^w} \).
Now, let
\[
\tilde{f}(x, w) = \left( f(x) + G(x)\alpha(x, w) \right), \quad \tilde{g}_j(x, w) = \left( G(x)\beta_j(x, w) \right), \quad j = 1, \ldots, m. 
\]

**Definition 1.4.** An invertible feedback law is said to be weakly noninteractive if for all \((x, w)\) in an open subset of \(\mathbb{R}^{n+n^w}\)

\[
\beta_{ij}(x, w) = 0, \quad j \neq i,
\]

\[
L_{\tilde{g}_j}^e \tilde{D}^e \alpha_i(x, w) = 0, \quad j \neq i,
\]

\[
L_{\tilde{g}_j}^e \tilde{D}^e \beta_{ii}(x, w) = 0, \quad j \neq i, \quad (1.7)
\]

where \(\tilde{D}^e\) is an arbitrary composition of the Lie derivatives \(L_{\tilde{f}}^e\) and \(L_{\tilde{g}_j}^e\), \(j = 1, \ldots, m\). □

In [86] and [87] the feedback laws, which satisfy (1.7), are called noninteraction feedback laws, but here we prefer the more precise terminology given above. Indeed, condition (1.7) is necessary (but not sufficient, in general) for (1.5) to be noninteractive (with output vector \(u\)). It is also sufficient if we assume, for example, that \(f(x), g_i(x)\) and \(h_i(x)\), \(i = 1, \ldots, m\), are analytic functions of \(x\) (see [55]).

Weakly noninteractive feedback laws will arise naturally in solving the problem of achieving noninteraction and stability for some significant classes of systems. Note that the class of invertible feedback laws contains the class of weakly noninteractive feedback laws. The following proposition states that, under suitable assumptions, these two classes do coincide (the proof can be found in [86]).

**Proposition 1.5.** Under the assumptions of proposition 1.3, any invertible feedback law is weakly noninteractive. □

Throughout this notes, we will consider only invertible feedback laws and assume that for these feedback laws the subset \(M_k^*\) contains the origin.

### 3.2 Problem formulation

In this section, we will formulate the problem of achieving noninteraction and stability for nonlinear systems (1.1). This formulation is slightly different from the one given in section 2.2, in the sense that here we require the closed-loop system (1.6) to be noninteractive and to have vector relative degree at the origin of the state space. In the case of
linear systems, the two formulations are equivalent (see the end of section 2.4). On the other hand, for nonlinear systems this equivalence is no longer true, as it will be shown in a moment. A formulation, which follows the one given in section 2.2, will be given in the case of nonlinear systems with block–partitioned outputs, for which the concept of relative degree makes no more sense (see section 4.4.3).

A necessary condition for (1.1) to be noninteractive is

\[ L_{g_1}h_i(x) = 0, \]
\[ L_{g_j}L_{g_{j_1}} \ldots L_{g_{j_s}}h_i(x) = 0, \quad j \neq i, \ s \geq 1, \ j_s \in \{0, \ldots, m\}, \quad (2.1) \]

for all \( x \) in an open neighbourhood of \( x_0 \) and with \( g_0(x) = f(x) \). If we take \( j = i \) in (2.1), we obtain a necessary condition for the \( i \)–th output not to be influenced by the \( i \)–th input. As a consequence, if at least one of the terms \( L_{g_i}h_i(x_0) \) or \( L_{g_j}L_{g_{j_1}} \ldots L_{g_{j_1}}h_i(x_0) \) is nonzero, then the \( i \)–th input does influence the \( i \)–th output. This is, for example, a characteristic property of noninteractive nonlinear systems (1.1) which have vector relative degree \( r_1, \ldots, r_m \) at \( x_0 \). Indeed, in this case the terms \( L_{g_i}L_{f_i}^{r_i-1}h_i(x_0), \ i = 1, \ldots, m, \) are nonzero.

Motivated by the above facts, the problem of achieving noninteraction and stability can be formulated as follows, according to the class of feedback laws considered (this feedback laws are defined in a neighborhood of the origin of the state space: globally defined feedback laws will be considered in chapter 3).

**Noninteracting control problem with local stability via static feedback laws (NLSS).** Find, if possible, a static feedback law (1.2), defined in a neighborhood of \( x_0 \), such that the system (1.1)–(1.2) is noninteractive, locally asymptotically stable in \( x_0 \) and has vector relative degree at \( x_0 \).

**Noninteracting control problem with local stability via dynamic feedback laws (NLSD).** Find, if possible, \( n^w \geq 0 \) and a dynamic feedback law (1.2), defined in a neighbourhood of \((x_0, w_0) = (0, 0)\), such that the system (1.1)–(1.2) is noninteractive, locally asymptotically stable in \((x_0, w_0)\) and has vector relative degree at \((x_0, w_0)\).

Let us spend few words on comparing this formulation with the one given for linear systems. Let \( K_i \) be the smooth distribution which assign at each \( x \) the subspace of \( \mathbb{R}^n \) spanned by the vectors \( d_i \) such that \( \langle dh_i(x), d_i \rangle = 0 \) and \( R^*_i \) be the maximal local controllability distribution for (1.1) contained in \( \bigcap_{j \neq i} K_j \) (supposed to exist). Moreover, for a
given feedback law \( u = \alpha(x) + \beta(x)v \), let \( \tilde{f}(x) = (f + G\alpha)(x) \), \( \tilde{g}_j(x) \) be the \( j \)-th column of \((G\beta)(x)\) and \( \text{ad}_{\tilde{f}}^k\tilde{g}_i, k \geq 0 \), be the smooth vector fields defined recursively as

\[
\text{ad}_{\tilde{f}}^0\tilde{g}_i(x) = \tilde{g}_i(x), \\
\text{ad}_{\tilde{f}}^k\tilde{g}_i(x) = [\tilde{f}, \text{ad}_{\tilde{f}}^{k-1}\tilde{g}_i](x), \quad k \geq 0,
\]

where \([\cdot, \cdot]\) denotes the Lie bracket of two vector fields.

Assume that a given feedback law \( u = \alpha(x) + \beta(x)v \) solves NLSS and let \( \tilde{\Sigma} \) be the noninteractive closed–loop system. As it has been shown at the end of section 2.3, the condition \( R^*_i + K_i = \mathbb{R}^n, \ i = 1, \ldots, m \), is equivalent, in the case of linear systems, to the property that \( \tilde{\Sigma} \) has vector relative degree. Similarly, for nonlinear systems (1.1), if \( \tilde{\Sigma} \) has vector relative degree \( r_1, \ldots, r_m \) at \( x_0 \), then \( R^*_i + K_i = \mathbb{R}^n \) in a neighbourhood of \( x_0 \). Indeed, since \( \tilde{\Sigma} \) has vector relative degree \( r_1, \ldots, r_m \) at \( x_0 \), it can be easily shown that \( L_{\text{ad}_{\tilde{f}}^k\tilde{g}_i} h_i(x) = 0 \) for \( k < r_i - 1 \) and for all \( x \) in a neighbourhood of \( x_0 \)

\[
L_{\text{ad}_{\tilde{f}}^{r_i-1}\tilde{g}_i} h_i(x) \neq 0 \tag{2.2}
\]

for all \( x \) in a neighbourhood of \( x_0 \). Since

\[
\text{span}\{\text{ad}_{\tilde{f}}^k\tilde{g}_i : k \geq 0\} \subset R^*_i, \quad i = 1, \ldots, m, \tag{2.3}
\]

(see proposition 3.3.1), (2.2) implies that \( R^*_i + K_i = \mathbb{R}^n \) in a neighbourhood of \( x_0 \). The converse of this result is not true in general. Indeed, since the inclusion (2.3) may happen to be strict (while, for linear systems, it holds always with equality), we could as well have \( L_{\text{ad}_{\tilde{f}}^k\tilde{g}_i} h_i(x) = 0 \) for \( k \geq 0 \) and for all \( x \) in a neighbourhood of \( x_0 \) but \( L_{X_i} h_i(x) \neq 0 \) for some \( X_i \in R^*_i \) and for all \( x \) in a neighbourhood of \( x_0 \). Moreover, even if \( \text{span}\{\text{ad}_{\tilde{f}}^k\tilde{g}_i : k \geq 0\} + K_i = \mathbb{R}^n \), not necessarily \( \tilde{\Sigma} \) has vector relative degree at \( x_0 \), as it results, for example, for the noninteractive system

\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= u_1, \\
\dot{x}_3 &= u_2, \\
y_1 &= x_1 + x_2^2, \\
y_2 &= x_3.
\end{align*}
\]

The above reasoning can be repeated for the case of dynamic feedback. Let \( K^*_i \) be the distribution which assigns at each point \((x, w)\) the subspace \( K_i(x) \oplus \mathbb{R}^{nu} \), where \( \oplus \) denotes
the external direct sum of vector spaces. Moreover, with \( \tilde{f}^e, \tilde{g}_1^e, \ldots, \tilde{g}_m^e \) as in section 2.1, let \( \mathcal{R}_i^e \) be the smallest distribution which is locally invariant under \( \tilde{f}^e, \tilde{g}_1^e, \ldots, \tilde{g}_m^e \) and contains \( \text{span}\{\tilde{g}_i^e\} \). Moreover, let (1.2) be a feedback law which solves NLSD. If (1.1)–(1.2) has vector relative degree at \((x_0, w_0)\), then \( \mathcal{R}_i^e + \mathcal{K}_i^e = \mathbb{R}^{n+\nu} \), \( i = 1 \ldots m \), for all \((x, w)\) in a neighbourhood of \((x_0, w_0)\). Since invertible laws are considered, as it will be shown in section 2.4, the distribution \( \mathcal{R}_i^e \) projects down to \( \mathcal{R}_i^e \), i.e. \( \pi\ast(x, w)(\mathcal{R}_i^e) = \mathcal{R}_i^e \), where \( \pi \) is the natural projection \( \pi : \mathbb{R}^{n+\nu} \to \mathbb{R}^{n} \). In other words, if \( \tilde{\Sigma}^e \) has vector relative degree at \((x_0, w_0)\), then \( \mathcal{R}_i^e + \mathcal{K}_i = \mathbb{R}^{n} \), \( i = 1 \ldots, m \).

The converse is not true in general, as it can be shown by reasoning as in the case of static feedback.

In what follows, we will use the notations NS and ND to denote, respectively, the problem of noninteracting control via static feedback (without the requirement of internal stability) and the problem of noninteracting control via dynamic feedback (without the requirement of internal stability). Moreover, we consider only state–feedback laws. Before ending this section, we give some basic notations, which will be freely used throughout this chapter. Let

\[
G(x) = (g_1(x) \cdots g_m(x)), \quad \mathcal{G} = \text{span}\{G(x)\},
\]

\[
\mathcal{K}_i = \ker\{dh_i\}, \quad h(x) = (h_1(x) \cdots h_m(x))^T.
\]

We assume that \( G(x_0) \) has full rank equal to \( m \) and \( dh_i(x_0) \) is a nonzero row vector.

For a given feedback law (1.2), let

\[
\alpha(x, w) = (\alpha_1(x, w) \cdots \alpha_m(x, w))^T, \quad \beta(x, w) = (\beta_1(x, w) \cdots \beta_m(x, w)),
\]

\[
\delta(x, w) = (\delta_1(x, w) \cdots \delta_m(x, w))
\]

and

\[
u = (u_1 \cdots u_m)^T, \quad v = (v_1 \cdots v_m)^T.
\]

Moreover, denoting by \( A(x)B(x) \) the matrix product between two given matrices \( A(x) \) and \( B(x) \), let

\[
\tilde{f}^e(x, w) = \left( f(x) + G(x)\alpha(x, w) \right)\gamma(x, w),
\]

\[
\tilde{g}_j^e(x, w) = \left( G(x)\beta_j(x, w) \right)\delta_j(x, w), \quad j = 1, \ldots, m,
\]

\[
\tilde{G}^e(x, w) = (\tilde{g}_1^e(x, w) \cdots \tilde{g}_m^e(x, w)).
\]
The notations $x^e$ and $x_0^e$ will be used to denote $(x, w)$ and $(x_0, w_0) = (0, 0)$, respectively. In the case $n^w = 0$, we obtain static feedback laws and, more simply, we replace $\tilde{f}(x, w)$ by $\tilde{f}(x)$, $\tilde{g}_j(x, w)$ by $\tilde{g}_j(x)$ and $\tilde{G}^e(x, w)$ by $\tilde{G}(x)$.

Given a smooth vector field $d$ and a matrix $A(x)$ (with suitable dimensions), we also denote by $L_A d(x)$ the matrix $\frac{\partial d}{\partial x}(x) A(x)$, where $\frac{\partial d}{\partial x}(x)$ is the Jacobian of $d(x)$ at $x$. Moreover, if $a_{ij}(x)$ is the $(i,j)$–th entry of $A(x)$, by $L_d A(x)$ we denote the matrix with $(\frac{\partial a_{ij}}{\partial x}(x)) d(x)$ as $(i,j)$–th entry.

Given a smooth distribution $\Delta$ and a smooth vector field $d$, we denote by $[d, \Delta]$ the smooth distribution spanned by the vector fields $\{[d, \tau] : \tau \in \Delta\}$. If $d_1, \ldots, d_s$ and $\tau_1, \ldots, \tau_r$ are smooth vector fields and $D(x)$ and $T(x)$ are the matrices $(d_1(x) \cdots d_s(x))$ and $(\tau_1(x) \cdots \tau_r(x))$, respectively, $[D, T](x)$ will denote the matrix

$$
\begin{bmatrix}
[d_1, \tau_1](x) & \cdots & [d_s, \tau_1](x) & \cdots & [d_1, \tau_r](x) & \cdots & [d_s, \tau_r](x)
\end{bmatrix}.
$$

### 3.3 Noninteracting control with local stability via static feedback

Let us consider the class of regular feedback laws $u = \alpha(x) + \beta(x)v$. A necessary and sufficient condition for NS to be solvable (via regular feedback) is that (1.1) have vector relative degree at $x_0$ ([55], section 5.3). A characterization of this condition in geometric terms has been given in [62] and [64] and will be used in section 4.3 to approach the problem of noninteracting control with stability in the case of block–partitioned outputs.

As a consequence of the above remarks, the following assumption arises naturally when investigating necessary and sufficient conditions to solve NLSS.

**A1** The system (1.1) has vector relative degree at $x_0$.

Note that, if assumption (A1) holds, any invertible feedback law $u = \alpha(x) + \beta(x)v$, which solves NS, is also regular. For this reason, in what follows, we will consider, more generally, the class of invertible static feedback laws. Under assumption (A1), a simple invertible feedback law, which solves NS, is given by

$$
u = -A^{-1}(x) D(x) + A^{-1}(x) v,
$$

where $D(x) = (L_1^{r_1-1} h_1(x) \cdots L_m^{r_m-1} h_m(x))^T$ and $A(x)$ is the decoupling matrix of (1.1) ([55], section 5.3). Note that the system (1.1)–(3.1), after a suitable change of coordinates, appears as $m$ chains of $r_i$ integrators each plus an unobservable dynamics.
Now, let $V_i^*$ and $R_i^*$ be, respectively, the maximal locally controlled invariant distribution for (1.1) contained in $\bigcap_{j \neq i} K_j$ and the maximal local controllability distribution for (1.1) contained in $\bigcap_{j \neq i} K_j$, both supposed to exist. Moreover, let $R_0$ be the smallest distribution which is locally invariant under $f, g_1, \ldots, g_m$ and contains $G$ (this distribution always exists). These distributions can be computed by means of the algorithms given in chapter 1 and are said to be *regularly computable* (at $x_0$) if the distributions given at each step by these algorithms have constant dimension in a neighbourhood of $x_0$. Moreover, let $\mathcal{R}^* = \bigcap_{i=1}^n \sum_{j \neq i} R_j^*$. We will assume that

(A2) the distributions $V_i^*, R_i^*$, $i = 1, \ldots, m$ and $R_0$ are regularly computable at $x_0$. Moreover, the distributions $\sum_{j \in I} R_j^*$, $\mathcal{R}^*$, $(\sum_{j \in I} R_j^*) \cap \mathcal{G}$ and $\sum_{j \in I} (R_j^* \cap \mathcal{G})$, $I \subset \{1, \ldots, m\}$, have constant dimension in a neighbourhood of $x_0$.

Moreover,

(A3) $\dim R_0(x) = n$ for all $x$ in a neighbourhood of $x_0$.

This is the well-known *strong–accessibility* assumption ([83]) and, for linear systems, amounts to the pair $(A, B)$ being controllable. Unlike linear systems, this condition does not imply the existence of a feedback law (even continuous) which stabilizes the system at the origin of the state space (see [80] for a very intuitive explanation). A system (1.1), which satisfies assumption (A3), is said to be strong accessible (at $x_0$). If $\dim R_0(x) < n$, by Frobenius' theorem (see [55], theorem 1.4.1, for an easy introduction) there exists a change of coordinates $z(x) = (z_1^T(x), z_2^T(x))^T$, $z(x_0) = 0$, defined in a neighbourhood of $x_0$ and such that (1.1) is expressed in these coordinates by

$$
\dot{z}_1 = f_1(z_1, z_2) + \sum_{j=1}^m g_{1j}(z_1, z_2)u_j,
$$

$$
\dot{z}_2 = f_2(z_2),
$$

$$
y_i = h_i(z_1, z_2), \quad i = 1, \ldots, m,
$$

with $R_0 = \text{span}\{\partial/\partial z_1\}$. Note that by construction the system

$$
\dot{z}_1 = f_1(z_1, 0) + \sum_{j=1}^m g_{1j}(z_1, 0)u_j,
$$

$$
y_i = h_i(z_1, 0), \quad i = 1, \ldots, m,
$$

is strong–accessible at $z_1 = 0$. Clearly, if $\dot{z}_2 = f_2(z_2)$ is unstable in $z_2 = 0$, NLSS is not solvable. On the other hand, if $\dot{z}_2 = f_2(z_2)$ is locally asymptotically stable in $z_2 = 0$ and
In a neighbourhood of \( z_2(t, \bar{z}_2) \), the trajectory of \( \dot{z}_2 = f_2(z_2) \) at time \( t \geq 0 \) with initial state \( \bar{z}_2 \), goes to zero “sufficiently fast”, then NLSS is solvable in an “approximate” sense. Let us state this formally.

Denote by \( \| \cdot \|_2 \) the euclidean norm of \( \mathbb{R}^n \). Since by assumption \( \dot{z}_2 = f_2(z_2) \) is locally asymptotically stable in \( z_2 = 0 \), \( \forall \epsilon > 0 \) there exist \( T_\epsilon > 0 \) and \( \delta_\epsilon > 0 \) such that \( \forall t \geq T_\epsilon \) and \( \| \bar{z}_2 \|_2 < \delta_\epsilon \) we have \( \| z_2(t, \bar{z}_2) \|_2 < \epsilon \), i.e. the trajectories of \( \dot{z}_2 = f_2(z_2) \), starting inside an open ball with ray \( \delta_\epsilon \), enter the closed ball with ray \( \epsilon \) within a time \( T_\epsilon \). From proposition 1.1, it follows that, if \( u = \alpha(z_1) + \beta(z_1)v \) is a feedback law which solves NLSS for (3.3), then the system (3.2) with \( u = \alpha(z_1) \) is locally asymptotically stable in \( z = 0 \). Let \( \bar{z} \) be the system (3.2) with \( u = \alpha(z_1) + \beta(z_1)v \) and fix \( i \in \{1, \ldots, m\} \). Moreover, let \( v^i_0(t) \) and \( v^j_0(t) \) be input vectors with all the components but the \( i \)-th one equal to zero for all \( t \geq t_0 \) and \( z(t, t_0, \bar{z}, v(t)) \) be the trajectory of \( \bar{z} \) at time \( t \geq t_0 \), with initial state \( \bar{z} \) and input \( v(t) \). By continuity, it follows that for each \( \epsilon' > 0 \) there exist \( T_{\epsilon', t_0} > 0 \), \( \delta_{\epsilon', t_0} > 0 \) and \( \eta_{\epsilon', t_0} < 0 \) such that for \( t \geq T_{\epsilon', t_0} \) \( \geq t_0 \) we have \( \| y_j(z(t, t_0, \bar{z}, v^i_0(t))) - y_j(z(t, t_0, \bar{z}, v^j_0(t))) \| < \epsilon' \) for \( j \neq i \), as long as \( \| \bar{z} \|_2 < \delta_{\epsilon', t_0} \), \( \| v^j(t) \|_2 < \eta_{\epsilon', t_0} \) and \( \| v^i_0(t) \|_2 < \eta_{\epsilon', t_0} \) for all \( t \geq t_0 \). Thus, if \( T_{\epsilon', t_0} \) is sufficiently small, \( \bar{z} \) is approximately noninteractive in the sense that \( y_j(z(t, t_0, \bar{z}, v^i_0(t))) \) and \( y_j(z(t, t_0, \bar{z}, v^j_0(t))) \) are arbitrarily close for \( j \neq i \) and for sufficiently small inputs \( v^i_0(t) \), \( v^j_0(t) \) and initial states \( \bar{z} \).

3.3.1 Invariant dynamics in noninteracting control via static feedback

In this section we will show that it is always possible to uniquely associate some nonlinear dynamics (to be defined) to a given system (1.1), which satisfies assumptions (A1), (A2) and (A3). These dynamics are crucial in finding necessary and sufficient conditions to solve NLSS. First, we give some preliminary results.

**Proposition 3.1.** Assume (A1), (A2) and (A3) hold. Let us consider an invertible feedback law \( u = \alpha(x) + \beta(x)v \), which solves NS, and suppose that the distributions \( \langle f, \bar{g}_1, \ldots, \bar{g}_m | \text{span} \{ \bar{g}_i \} \rangle \), \( i = 1, \ldots, m \), have constant dimension in a neighbourhood of \( x_0 \). We have

\[
\sum_{j \in I} \mathcal{R}^*_j = \langle f, \bar{g}_1, \ldots, \bar{g}_m | \text{span} \{ \bar{g}_j : j \in I \} \rangle, \quad I \subset \{1, \ldots, m\},
\]

in a neighbourhood of \( x_0 \). Thus, \( \sum_{j \in I} \mathcal{R}^*_j \) is a local controllability distribution for (1.1) and, in particular, locally controlled invariant and involutive.

**Proof.** Using the same arguments contained in [55], proposition 7.4.2, it can be shown that \( \mathcal{R}^*_i = \langle f, \bar{g}_1, \ldots, \bar{g}_m | \text{span} \{ \bar{g}_i \} \rangle, \ i = 1, \ldots, m \). Since by assumption the distributions \( \sum_{j \in I} \mathcal{R}^*_j \)
Thus, in a neighbourhood of $x_0$ and $R^*_i = \langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span}\{\tilde{g}_i\}\rangle$, it follows that also the distributions $\sum_{j \in I} \langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span}\{\tilde{g}_j\}\rangle$ have constant dimension in a neighbourhood of $x_0$ and, thus, being equal to the sum of locally invariant distributions, are locally invariant under $\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m$. Moreover, $\sum_{j \in I} R^*_j \supset \text{span}\{\tilde{g}_j : j \in I\}$. Thus, $\sum_{j \in I} R^*_j \supset \langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span}\{\tilde{g}_j : j \in I\}\rangle$ by definition. Conversely, $\sum_{j \in I} R^*_j \subset \langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span}\{\tilde{g}_j : j \in I\}\rangle$, since by definition

$$
\langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span}\{\tilde{g}_j\}\rangle \subset \langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span}\{\tilde{g}_j : j \in I\}\rangle, \quad j \in I.
$$

Thus, $\sum_{j \in I} R^*_j = \langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span}\{\tilde{g}_j : j \in I\}\rangle$ in a neighbourhood of $x_0$. From lemma 2.8.8 of [55], since $\sum_{j \in I} R^*_j$ has constant dimension in a neighbourhood of $x_0$, it follows that $\sum_{j \in I} R^*_j$ is also locally involutive and, thus, by definition, it is a local controllability distribution for (1.1).

In other words, the distributions $\sum_{j \in I} R^*_j$, $I \subset \{1, \ldots, m\}$, are locally involutive and rendered locally invariant by any invertible feedback law which solves NS. In particular, the distribution $R^*$ is locally involutive, since it is equal to the intersection of involutive distributions, and rendered locally invariant by any invertible feedback law which solves NS. Since locally involutive, the distributions $R^*_i$, $R^*$ and $\sum_{j \neq i} R^*_j$, $i = 1, \ldots, m$, locally admit a foliation of the state space. The following lemma gives a characterization of the invertible feedback laws which solve NS and incorporates a result given in [54].

**Proposition 3.2.** Assume that (A1), (A2) and (A3) hold. Let $u = \alpha^h(x) + \beta^h(x)v$, $h = 1, 2$, be two invertible feedback laws which solve NS. Then, $\alpha^2(x) - \alpha^1(x) = \beta^1(x)\alpha^0(x)$, where $\alpha^0(x)$ is a vector of smooth real-valued functions, constant along each leaf of $\sum_{j \neq i} R^*_j$ and equal to 0 for $x \in \sum_{j \neq i} R^*_j$, and $\beta^2(x) = \beta^1(x)\beta^0(x)$, where $\beta^0(x)$ is a diagonal matrix, with smooth diagonal entries, constant along each leaf of $\sum_{j \neq i} R^*_j$ and nonzero at $x_0$. In particular, $\alpha^1(x) = \alpha^2(x)$ for $x \in \mathcal{L}^{R^*}_{x_0}$.

**Proof.** From proposition 3.1, it follows that for $X_i \in \sum_{j \neq i} R^*_j$

$$
[f + G\alpha^h, X_i] \in \sum_{j \neq i} R^*_j, \quad h = 1, 2,
$$

which implies

$$
[G\beta^1(\beta^1)^{-1}(\alpha^2 - \alpha^1), X_i] \in \sum_{j \neq i} R^*_j.
$$

(3.4)
From proposition 3.1 it also follows that the \( i \)-th column of \( G\beta^1 \), denoted in what follows by \( \tilde{g}_i^1 \), is a vector field of \( \mathcal{R}_i^* \). Moreover, this vector field spans a one-dimensional distribution which is linearly independent from \( \sum_{j \neq i} \mathcal{R}_j^* \) at each \( x \) of a neighbourhood of \( x_0 \). Indeed, suppose that in each neighbourhood of \( x_0 \) there exists \( \bar{x} \) such that the subspace spanned by \( \tilde{g}_i^1(\bar{x}) \) has nonzero intersection with \( \sum_{j \neq i} \mathcal{R}_j^*(\bar{x}) \). We will show that this gives a contradiction.

For, since \( \tilde{\Sigma}^1 \), the system obtained by plugging \( u = \alpha^1(x) + \beta^1(x)v \) into (1.1), has vector relative degree \( r_1, \ldots, r_m \) at \( x_0 \), we have

\[
D_i^* = (\text{span}\{dh_i, \ldots, dL_{f_1}^{r_i-1}h_i\})^\perp, \quad i = 1, \ldots, m, \quad (3.5)
\]

where \( D_i^* \) is the maximal locally controlled invariant distribution for (1.1) contained in \( \mathcal{K}_i \) and \( \tilde{f}^1(x) = f(x) + G(x)\alpha^1(x) \) (see lemma 6.3.13 of [55] for a proof). Moreover, the decoupling matrix of \( \tilde{\Sigma}^1 \) is invertible at each \( x \) in a neighbourhood of \( x_0 \) and can be written as

\[
\begin{pmatrix}
    dL_{f_1}^{r_1-1}h_1(x) \\
    \vdots \\
    dL_{f_1}^{r_m-1}h_m(x)
\end{pmatrix}
\begin{pmatrix}
    \tilde{g}_1^1(x) & \cdots & \tilde{g}_m^1(x)
\end{pmatrix}.
\]

From (3.5) and the invertibility of \( \beta^1(x) \), it follows that

\[
D_i^* \cap \text{span}\{\tilde{g}_i^1\} = 0 \quad (3.6)
\]

in a neighbourhood of \( x_0 \), since otherwise the decoupling matrix would be singular at \( x_0 \). Since from proposition 3.1 we conclude that \( \sum_{j \neq i} \mathcal{R}_j^* \) is a local controllability distribution for (1.1) (in particular, a locally controlled invariant distribution for (1.1)), contained in \( \sum_{j \neq i} \cap \mathcal{K}_h \), which, in turn, is contained in \( \mathcal{K}_i \), it follows by definition that \( \sum_{j \neq i} \mathcal{R}_j^* \subset D_i^* \). It follows from (3.6) that \( \sum_{j \neq i} \mathcal{R}_j^* \cap \text{span}\{\tilde{g}_i^1\} = 0 \) in a neighbourhood of \( x_0 \). This gives the claimed contradiction.

From (3.1) we obtain

\[
[G\beta^1, X_i](\beta^1)^{-1}(\alpha^2 - \alpha^1) - (G\beta^1)(L_{X_i}((\beta^1)^{-1}(\alpha^2 - \alpha^1))) \in \sum_{j \neq i} \mathcal{R}_j^*,
\]

which, since \( [G\beta^1, X_i] \in \sum_{j \neq i} \mathcal{R}_j^* \) and \( \tilde{g}_i^1(x) \) spans a distribution which is linearly independent from \( \sum_{j \neq i} \mathcal{R}_j^* \) at each \( x \) of a neighbourhood of \( x_0 \), implies that the Lie derivative of the \( i \)-th component of \( (\beta^1)^{-1}(\alpha^2 - \alpha^1) \) along any vector field \( X_i \in \sum_{j \neq i} \mathcal{R}_j^* \) is zero. This, together with the fact that \( (\beta^1)^{-1}(\alpha^2 - \alpha^1)(x_0) = 0 \) (the equilibrium point is preserved...
after feedback), implies the first part of the proposition. The second part can be proved as follows.

Since, denoting by $\tilde{g}^j_i(x)$ the $i$–th column of $G\beta^j(x)$, we have $\mathcal{R}^*_i \cap \mathcal{G} = \text{span}\{\tilde{g}^1_i\} = \text{span}\{\tilde{g}^2_i\}$, it follows that $\beta^2(x) = \beta^1(x)\beta^0(x)$, where $\beta^0(x)$ is a diagonal matrix with smooth entries, nonzero at $x_0$. Moreover,

$$\sum_{j \neq i} \mathcal{R}^*_j \ni [G\beta^2, X_i] = [G\beta^1, X_i]\beta^0 - (G\beta^1)L_{X_i}\beta^0.$$  

Since $[G\beta^1, X_i] \in \sum_{j \neq i} \mathcal{R}^*_j$ and $\text{span}\{\tilde{g}^1_i\} = 0$ in a neighbourhood of $x_0$, it follows that the Lie derivative of the $i$–th diagonal entry of $\beta^0(x)$ along any vector field $X_i \in \sum_{j \neq i} \mathcal{R}^*_j$ is zero, i.e. the $i$–th diagonal entry of $\beta^0(x)$ is constant for $x \in L_{x_0}$.

Notethat, when $\beta^1(x) = I_{m \times m}$ and $\alpha^1(x) = 0$, i.e. if (1.1) is noninteractive, proposition 3.2 states that, given any invertible feedback law $u = \alpha(x) + \beta(x)v$ which solves NS, the $i$–th component of $\alpha(x)$ is constant along each leaf of $\sum_{j \neq i} \mathcal{R}^*_j$ and equal to 0 for $x \in \sum_{j \neq i} \mathcal{R}^*_j$ and $\beta(x)$ is a diagonal matrix, with smooth diagonal entries, constant along each leaf of $\sum_{j \neq i} \mathcal{R}^*_j$ and nonzero at $x_0$. Let $\alpha_i(x)$ be the $i$–th component of $\alpha(x)$ and $\beta_{ii}(x)$ be the $i$–th diagonal entry of $\beta(x)$. Using the identity $L_{[Y_i, Y_j]}\varphi(x) = L_{Y_i} L_{Y_j} \varphi(x) - L_{Y_j} L_{Y_i} \varphi(x)$, where $Y_i$ and $Y_j$ are smooth vector fields and $\varphi$ is a smooth real–valued function, it is easy to show by induction that

$$L_{\tilde{g}^i_j} \tilde{D} \beta_{ii}(x) = 0,
L_{\tilde{g}^i_j} \tilde{D} \alpha_i(x) = 0$$

for all $x$ in a neighbourhood of $x_0$, where $\tilde{D}$ is an arbitrary composition of the Lie derivatives $L_{\tilde{f}^j}$ and $L_{\tilde{g}^j}$, $j = 1, \ldots, m$ (see the proof of proposition 4.2). This implies that the feedback law $u = \alpha(x) + \beta(x)v$ is weakly noninteractive. Thus, the class of weakly noninteractive feedback laws arises naturally in solving NLSS.

Now, let us apply to (1.1) any invertible feedback law which solves NS (for example, the standard feedback law (3.1)). We will denote the resulting system by $\tilde{\Sigma}$. The following lemma allows us to express $\tilde{\Sigma}$ in a standard noninteractive form.

**Proposition 3.3.** Assume that (A1), (A2) and (A3) hold. Then, there exists a change of coordinates $z(x) = (z^T_1(x) \quad \cdots \quad z^T_{m+1}(x))^T$, $z(x_0) = 0$, defined in a neighbourhood of $x_0$.
and such that \( \tilde{\Sigma} \) is expressed in these coordinates by

\[
\tilde{z}_i = \tilde{f}_i(z_i) + \tilde{g}_{ij}(z_i)v_j, \quad i = 1, \ldots, m, \\
\tilde{z}_{m+1} = \tilde{f}_{m+1}(z) + \sum_{j=1}^{m} \tilde{g}_{m+1,j}(z)v_j,
\]

\[ y_i = h_i(z_i), \quad i = 1, \ldots, m, \tag{3.8} \]

with \( \sum_{j \neq i} \mathcal{R}^*_j = \text{span}\{\partial/\partial z_j : j \neq i\}, i = 1, \ldots, m \). In particular, \( \mathcal{R}^* = \text{span}\{\partial/\partial z_{m+1}\} \). \( \Box \)

**Proof.** The proof uses some standard arguments contained in [54]. From proposition 3.1 and assumption (A1), it follows that

\[
\sum_{j \neq i} \mathcal{R}^*_j + \cap(\sum_{j \neq k} \mathcal{R}^*_k) = \sum_{j=1}^{m} \mathcal{R}^*_j = \mathbb{R}^n, \quad i = 1, \ldots, m,
\]

or, equivalently,

\[
(\sum_{j \neq i} \mathcal{R}^*_j)^\perp \cap(\sum_{j \neq k} \mathcal{R}^*_k)^\perp = 0, \quad i = 1, \ldots, m.
\]

In other words, the codistributions \( (\sum_{j \neq i} \mathcal{R}^*_j)^\perp, i = 1, \ldots, m, \) are linearly independent in a neigbourhood of \( x_0 \). Since \( \sum_{j \neq i} \mathcal{R}^*_j \) is locally involutive, by Frobenius’ theorem (see [52], pp. 25–30), there exist smooth functions \( z_1(x), \ldots, z_m(x) \) (with \( z_i \) possibly vector-valued) such that \( \text{span}\{dz_i\} \cap \sum_{j \neq i} \text{span}\{dz_j\} = 0 \) and \( (\sum_{j \neq i} \mathcal{R}^*_j)^\perp = \text{span}\{dz_i\}, i = 1, \ldots, m, \) in a neigbourhood of \( x_0 \). Moreover, we can choose \( z_{m+1}(x) \) in such a way that the Jacobian of \( z(x) = (z_1^T(x) \ldots z_{m+1}^T(x))^T \) is nonsingular at \( x_0 \). By the implicit function theorem (see [7] or [55], appendix A), it follows that \( z = z(x) \) is a local diffeomorphism, i.e. a change of coordinates defined in a neigbourhood of \( x_0 \). Moreover, by proposition 3.1 \( \mathcal{R}^*_i \) is locally invariant under \( \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m \). Since \( \sum_{j \neq i} \mathcal{R}^*_j = \text{span}\{\partial/\partial z_j : j \neq i\} \) and \( \sum_{j \neq i} \mathcal{R}^*_j \subset \mathcal{K}_i \), we have

\[
\tilde{z}_i = \tilde{f}_i(z_i) + \sum_{j=1}^{m} \tilde{g}_{ij}(z_i)v_j, \quad i = 1, \ldots, m, \\
\tilde{z}_{m+1} = \tilde{f}_{m+1}(z) + \sum_{j=1}^{m} \tilde{g}_{m+1,j}(z)v_j, \\
y_i = h_i(z_i), \quad i = 1, \ldots, m,
\]

Moreover, since \( \tilde{g}_i \in \mathcal{R}^*_i \) and \( \mathcal{R}^*_i \subset \cap_{j \neq k} \sum_{k \neq j} \mathcal{R}^*_k = \text{span}\{\partial/\partial z_i, \partial/\partial z_{m+1}\} \), it follows that \( \tilde{g}_{ij}(z_i) = 0 \) for \( j \neq i, i = 1, \ldots, m \). This completes the proof. \( \Box \)
In what follows, for simplicity of notation, in (3.8) we let \( z = x \) and \( v = u \). In analogy with section 2.2, now we introduce some nonlinear dynamics, which play a fundamental role in the solution of NLSS. As already mentioned, since \( \Sigma \) is noninteractive, the distributions \( \mathcal{R}^*_i, i = 1, \ldots, m \), and \( \mathcal{R}^* \) are locally invariant under \( \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m \). Since the feedback law (3.1) preserves the equilibrium point and \( \mathcal{L}^{\mathcal{R}^*}_{x_0} \) is well-defined, it makes sense to consider the restriction of \( \tilde{f} \) to \( \mathcal{L}^{\mathcal{R}^*}_{x_0} \), denoted by \( \tilde{f}|_{\mathcal{L}^{\mathcal{R}^*}_{x_0}} \). This vector field induces a dynamics evolving on \( \mathcal{L}^{\mathcal{R}^*}_{x_0} \), which in coordinates (3.8) is given by

\[
\dot{x}_{m+1} = \tilde{f}_{m+1}(0, \ldots, 0, x_{m+1}). \tag{3.9}
\]

This dynamics is, in the linear case, exactly (2.2.3), since, as it will be shown in chapter 4, \( Q^* = 0 \) when \( m = p = \nu \).

Note that \( \mathcal{R}^*_i + \mathcal{R}^* = \text{span}\{\partial/\partial x_i, \partial/\partial x_{m+1}\} \) and that \( \mathcal{R}^*_i + \mathcal{R}^* \) is locally involutive and invariant under \( \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m \). Indeed, \( \mathcal{R}^*_i + \mathcal{R}^* \subset \bigcap_{j \neq i} \sum_{k \neq j} \mathcal{R}^*_k = \text{span}\{\partial/\partial x_i, \partial/\partial x_{m+1}\} \).

Conversely, from proposition 3.1 it follows that \( \sum_{i=1}^m \mathcal{R}^*_i = \mathcal{R}_0 = \mathbb{R}^n \). This, together with \( \sum_{j \neq i} \mathcal{R}^*_j = \text{span}\{\partial/\partial x_j : j \neq i\} \), implies that \( \text{span}\{\partial/\partial x_i\} \subset \mathcal{R}^*_i + \mathcal{R}^* \) and, consequently, \( \text{span}\{\partial/\partial x_i, \partial/\partial x_{m+1}\} \subset \mathcal{R}^*_i + \mathcal{R}^* \).

For the same reasons above, it makes sense to consider the restriction of \( \tilde{f} \) to \( \mathcal{L}^{\mathcal{R}^*_i+\mathcal{R}^*}_{x_0} \). Since \( \tilde{g}_i \in \mathcal{R}^*_i \), we can also consider the restriction of \( \tilde{g}_i \) to \( \mathcal{L}^{\mathcal{R}^*_i+\mathcal{R}^*}_{x_0} \). The vector fields \( \tilde{f}|_{\mathcal{L}^{\mathcal{R}^*_i+\mathcal{R}^*}_{x_0}} \) and \( \tilde{g}_i|_{\mathcal{L}^{\mathcal{R}^*_i+\mathcal{R}^*}_{x_0}} \) induce a control system evolving on \( \mathcal{L}^{\mathcal{R}^*_i+\mathcal{R}^*}_{x_0} \), which in coordinates (3.8) is given by

\[
\begin{align*}
\dot{x}_i &= \tilde{f}_i(x_i) + \tilde{g}_{ii}(x_i)v_i, \\
\dot{x}_{m+1} &= \tilde{f}_{m+1}(0, \ldots, 0, x_i, 0, \ldots, 0, x_{m+1}) + \tilde{g}_{m+1,i}(0, \ldots, 0, x_i, 0, \ldots, 0, x_{m+1})v_i.
\end{align*}
\]

The dynamics

\[
\dot{x}_i = \tilde{f}(x_i) + \tilde{g}_{ii}(x_i)v_i \tag{3.10}
\]

is, in the linear case, exactly (2.2.4).

The following proposition states that the dynamics (3.9) and (3.10) are uniquely (in some sense to be specified) associated to a given system (1.1), which satisfies assumptions (A1), (A2) and (A3). This renders the definition of (3.9) and (3.10) independent (in some sense) of the particular feedback law chosen to obtain (3.8). Given the system (3.8), let us apply to it any invertible feedback law \( u = \alpha'(x) + \beta'(x)v \) which solves NS. From proposition 3.2 it follows that \( \beta'(x) \) is a diagonal matrix. Let

\[
\alpha'(x) = \begin{pmatrix}
\alpha'_1(x) \\
\vdots \\
\alpha'_m(x)
\end{pmatrix}, \quad \beta'(x) = \begin{pmatrix}
\beta'_{11}(x) & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \beta'_{mm}(x)
\end{pmatrix}.
\]
and denote by \( \tilde{\Sigma}' \) the system obtained from (3.8) and by (3.9)' and (3.10)' the systems defined on \( \tilde{\Sigma}' \) and corresponding to (3.9) and (3.10), respectively.

**Proposition 3.4.** The dynamics (3.9) and (3.9)' are equal up to changes of coordinates, defined in a neighbourhood of \( x_0 \). The systems (3.10) and (10)' are equal up to changes of coordinates and invertible static feedback transformations, defined in a neighbourhood of \( x_0 \). \( \square \)

**Proof.** Choose \( \alpha^1(x)=0, \beta^1(x)=I_{m \times m}, \alpha^2(x) = \alpha'(x) \) and \( \beta^2(x) = \beta'(x) \). From proposition 3.2 it follows that \( \alpha'(x)=0 \) for \( x \in \mathcal{L}_{x_0}^{R^*} \). Moreover, the controllability distributions \( R_i^1, \ldots, R_i^\nu \) (and, thus, \( R^* \)) are invariant under regular feedback laws ([55], lemma 6.4.3). This implies that (3.9) and (3.9)' are equal up to local diffeomorphisms. Now, we prove the second part of the proposition. Let \( \tilde{\Sigma} \) be given by

\[
\dot{x} = \tilde{f}(x) + \sum_{i=1}^{m} \tilde{g}_i(x)u_i,
\]

and \( \tilde{\Sigma}' \) by

\[
\dot{x} = \tilde{f}'(x) + \sum_{i=1}^{m} \tilde{g}'_i(x)v_i.
\]

From (3.7) it follows that the functions \( \alpha'_i(x) \) and \( \beta'_ii(x) \) depend only on \( x_i \) and \( R_i^* \) is invariant under regular feedback laws, which are regular at \( x_0 \), the system (3.10)' can be written as

\[
\dot{x}_i = \tilde{f}'_i(x_i) + \tilde{g}'_{ii}(x_i)v_i = \tilde{f}_i(x_i) + \tilde{g}_{ii}(x_i)\alpha'_i(x_i) + \tilde{g}_{iii}(x_i)\beta'_ii(x_i)v_i. \tag{3.11}
\]

Since \( \beta'(x_0) \neq 0 \), by direct inspection of (3.11), it follows that (3.10) and (3.10)' are equal up to invertible static feedback transformations (and change of coordinates), defined in a neighbourhood of \( x_0 \). \( \square \)

From proposition 3.4 it follows that the local stability properties of (3.9) and (3.9)' and the local stabilizability properties of (3.10) and (3.10)', respectively, are the same.

### 3.3.2 Necessary and sufficient conditions

We are ready now to derive necessary and sufficient conditions to solve NLSS.

Let us begin with necessary conditions. Under assumptions (A1), (A2) and (A3), we will show that, if NLSS is solvable, then the dynamics (3.9) is locally asymptotically stable.
at the origin and each system (3.10) is locally asymptotically stabilizable at the origin via static feedback. To this end, we need first some auxiliary results.

From proposition 3.2 with \( \alpha_1(x) = 0 \) and \( \beta_1(x) = I_{m \times m} \), for any invertible feedback law \( u = \alpha(x) + \beta(x)v \), which solves NLSS for (3.8), we have \( \alpha(x) = 0 \) for \( x \in \mathbb{L}^\infty_{x_0} \). Since \( \dot{x} = (\tilde{f} + \tilde{G}\alpha)(x) \) is locally asymptotically stable in \( x_0 \), then also (3.9) must be locally asymptotically stable at the origin. From (3.7) it follows that \( \alpha_i(x) \) depends only on \( x_i \).

Since \( \dot{x} = (\tilde{f} + \tilde{G}\alpha)(x) \) is locally asymptotically stable in \( x_0 \), also \( \dot{x}_i = \tilde{f}_i(x_i) + \tilde{g}_{ii}(x_i)\alpha_i(x_i) \), \( \dot{x}_{m+1} = \tilde{f}_{m+1}(0, \ldots, 0, x_i, 0, \ldots, x_{m+1}) + \tilde{g}_{m+1,i}(0, \ldots, 0, x_i, 0, \ldots, x_{m+1})\alpha_i(x_i) \) is locally asymptotically stable at the origin. This implies that (3.10) is locally asymptotically stabilizable at the origin via static feedback (pick \( u_i = \alpha_i(x_i) \)).

Conversely, the local asymptotic stability of (3.9) at the origin together with the local asymptotic stabilizability of (3.9) at the origin via static feedback are sufficient conditions to solve NLSS. Indeed, if \( u_i = \alpha_i(x_i) \) locally asymptotically stabilizes (3.10) at the origin, the overall system

\[
\begin{align*}
\dot{x}_i &= \tilde{f}_i(x_i) + \tilde{g}_{ii}(x_i)\alpha_i(x_i) + \tilde{g}_{ii}(x_i)v_i, \quad i = 1, \ldots, m, \\
\dot{x}_{m+1} &= \tilde{f}_{m+1}(x) + \sum_{j=1}^{m} \tilde{g}_{m+1,j}(x)\alpha_j(x_j) + \sum_{j=1}^{m} \tilde{g}_{m+1,j}(x)v_j, \\
y_i &= h_i(x_i), \quad i = 1, \ldots, m,
\end{align*}
\]

(3.12)
is locally asymptotically stable at the origin. This is an easy consequence of proposition 1.1, since \( \dot{x}_i = \tilde{f}_i(x_i) + \tilde{g}_{ii}(x_i)\alpha_i(x_i) \) and (3.9) are locally asymptotically stable at the origin and, moreover, \( \alpha(x_0) = 0 \). Clearly, (3.12) is also noninteractive, since the feedback law \( u_i = \alpha_i(x_i) + v_i \), \( i = 1, \ldots, m \), preserves the triangular structure of (3.8).

We sum up the above results in the following theorem.

**Theorem 3.5.** Assume that (A1), (A2) and (A3) hold and consider the class of invertible feedback laws. If

a) the dynamics (3.9) is locally asymptotically stable at the origin,

b) each system (3.10) is locally asymptotically stabilizable at the origin via static feedback,

then NLSS is solvable. Conversely, assuming in addition that the distributions \( \{\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m\} \) span \( \{\tilde{g}_i\} \), \( i = 1, \ldots, m \), have constant dimension in a neighbourhood of \( x_0 \), if NLSS is solvable, then a) and b) are satisfied.

\[ \Box \]
Remark 3.6. In the case of linear systems (2.1.1) with \( m = p = \nu \), assumption (A2) is trivially satisfied. On the other hand, (A1) and (A3) become respectively:

(A1L) the decoupling matrix of (2.1.1) is invertible,

(A3L) the pair \((A, B)\) is controllable.

As already pointed out in section 2.2, also condition b) of theorem 3.5 is automatically satisfied. Since (A1) and \( \sum_{i=1}^{m} \mathcal{R}_i^* \cap \mathcal{B} = \mathcal{B} \) are equivalent conditions to achieve noninteraction via invertible static feedback laws [26], we recover the results of section 1.2.2.

Remark 3.7. Assumption (A2) requires that \( \mathcal{V}_i^*, \mathcal{R}_i^*, i = 1, \ldots, m \) and \( \mathcal{R}_0 \) be regularly computable at \( x_0 \). The results of theorem 3.5 are still true if we simply assume that the above distributions exist and have constant dimension in a neighbourhood of \( x_0 \).

3.4 Noninteracting control with local stability via dynamic feedback

In this section, we will go through the solution of NLSD in two steps. First, in section 3.4.2 we will solve the problem for the class of systems which satisfy assumption (A1), (A2) and (A3). By doing this, we are in a position to start our analysis directly from the standard noninteractive form (3.8) and to give a very simple explicit expression of a dynamic feedback law which solves NLSD. The example of a system, which satisfies (A1), (A2) and (A3) and for which NLSD is solvable, will be given in section 3.5. Finally, in section 3.4.4 we will relax assumption (A1) and show that, under mild assumptions, for the class of systems (1.1) for which ND is solvable, there exists a canonical dynamic extension of (1.1) (denoted by \( \Sigma_C^g \)), which satisfies assumption (A1). This dynamic extension is canonical, in the sense that any other system, obtained from (1.1) after a feedback transformation and satisfying assumption (A1), can be obtained from \( \Sigma_C^g \) through invertible feedback laws and changes of coordinates. Thus, in order to solve NLSD for (1.1), first we extend canonically (1.1) to obtain \( \Sigma_C^g \) (when possible), which satisfies assumption (A1), and finally apply to \( \Sigma_C^g \) the results of section 3.4.2.

As mentioned above, we will start our analysis under assumptions (A1), (A2) and (A3). By doing this, we are in a privileged position. First, in analogy with section 3.3, we can assume that (1.1) is already in the form (3.8) (with \( z = x \) and \( v = u \)). Secondly, by proposition 1.5, any feedback law which solves ND for (3.8) must be weakly noninteractive. This shows that the class of invertible weakly noninteractive feedback laws arises naturally in solving NLSD under assumptions (A1), (A2) and (A3).
3.4.1 Invariant dynamics in noninteracting control via dynamic feedback

It would be very nice if, in analogy with section 3.3.1, we could define for a given system (1.1), satisfying assumptions (A1), (A2) and (A3), some nonlinear dynamics with the property of being invariant (in some sense to be specified) under dynamic feedback laws which solve ND. This is actually possible in the following way. Let \( \mathcal{I}^* \) be the Lie ideal generated by the vector fields \( \{ [\tilde{g}_i, \text{ad}_{\tilde{f}}^k \tilde{g}_j] : k \geq 0, i \neq j, i, j = 1, \ldots, m \} \) in the Lie algebra generated by \( \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m \) and let

\[
\Delta^{*}_{\text{MIX}} = \text{span}\{ \tau : \tau \in \mathcal{I} \}.
\]

(4.1)

Note that \( \Delta^{*}_{\text{MIX}} \subset \sum_{j \neq i} R^*_j \) for \( i = 1, \ldots, m \) and, in particular, \( \Delta^{*}_{\text{MIX}} \subset R^* \). Indeed, by proposition 3.1, \( \sum_{j \neq i} R^*_j = \langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span}\{ \tilde{g}_j : j \neq i \} \rangle \). Moreover, the vector fields \( [\tilde{g}_i, \text{ad}_{\tilde{f}}^k \tilde{g}_j], k \geq 0, i \neq j, i, j = 1, \ldots, m \), are contained in \( \sum_{j \neq i} R^*_j \), since \( \sum_{j \neq i} R^*_j \) contains \( \tilde{g}_j \) for \( j \neq i \) and is locally invariant under \( \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m \). By similar reasons, we conclude that any vector field of \( \mathcal{I}^* \) (and, thus, of \( \Delta_{\text{MIX}}^* \)) is also a vector field of \( \sum_{j \neq i} R^*_j \).

Moreover, it can be seen that \( \Delta^{*}_{\text{MIX}} \) is spanned by the Lie brackets of \( \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m \), in which appear both \( \tilde{g}_i \) and \( \tilde{g}_j \) with \( j \neq i \). This distribution is intrinsically associated to the problem of noninteracting control, in the sense that it cannot be defined for single–input systems.
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In the case of linear systems, since $\tilde{g}_i$ and $ad^k_{\tilde{f}}\tilde{g}_j$ are constant vector fields, we have $\Delta^*_{MIX} = 0$. Since, as we will see later, $\Delta^*_{MIX}$ is a nontrivial obstruction to solving NLSD, this fact is a natural consequence of theorem 2.3.5 (see Figure 4.1).

To simplify our analysis, we will assume that

(A4) the distributions $\Delta^*_{MIX}$ and $\Delta^*_{MIX} + R^*_i$, $i = 1, \ldots, m$ have constant dimension in a neighbourhood of $x_0$.

A consequence of this assumption and the definition of $\Delta^*_{MIX}$ is the following proposition.

Proposition 4.1. Under assumption (A1), (A2), (A3) and (A4), the distributions $\Delta^*_{MIX}$, $\Delta^*_{MIX} + R^*_i$ and $(\Delta^*_{MIX} + R^*_i) \cap R^*$, $i = 1, \ldots, m$, have constant dimension in a neighbourhood of $x_0$, are locally involutive and invariant under $\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m$.

Proof. Since $\Delta^*_{MIX}$ has constant dimension in a neighbourhood of $x_0$, there exist vector fields of the form

\[
[\tilde{g}_{j_0}, [\ldots, [\tilde{g}_{j_2}, \tilde{g}_{j_1}], \ldots]]_x, \quad j_0, \ldots, j_1 \in \{0, \ldots, m\}, \quad \tilde{g}_0(x) = \tilde{f}(x),
\]

\[
j_{k_1} \neq j_{k_2}, j_{k_1}, j_{k_2} \neq 0 \text{ for some } k_1, k_2 \in \{1, \ldots, h\},
\]

(4.2)

which are linearly independent at each $x$ in a neighbourhood of $x_0$ and span $\Delta^*_{MIX}$. The Lie bracket of any vector field of the form (4.2) (which is in $\Delta^*_{MIX}$ by definition) with either one of the vector fields $\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m$ is again in $\Delta^*_{MIX}$ by definition. This proves that $\Delta^*_{MIX}$ is locally involutive and invariant under $\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m$. Since $R^*_i$, $\Delta^*_{MIX}$, $R^*_i + \Delta^*_{MIX}$, $R^*$ and $R^*_i + R^*$ have costant dimension in a neighbourhood of $x_0$, our thesis follows from the fact that $R^*_i$, $R^*$ and $\Delta^*_{MIX}$ are locally involutive and invariant under $\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m$. \qed

Using proposition 4.1 and reasoning as in the proof of proposition 3.3, it can be shown that there exists a change of coordinates

\[
z^i(x) = (x_1^T \quad \cdots \quad x_{i-1}^T(x_{i+1}^T \quad \cdots \quad x_m^T (z_1^i(x))^T \quad \cdots \quad (z_4^i(x))^T)^T, \quad (4.3)
\]

$z^i(x_0) = 0$, defined in a neighbourhood of $x_0$ and such that the vector fields $\tilde{f}$ and $\tilde{g}_i$ are
expressed in these coordinates by

\[
\begin{align*}
\tilde{f}(z^i) &= \begin{pmatrix}
\tilde{f}_1(x_1) \\
\vdots \\
\tilde{f}_{i-1}(x_{i-1}) \\
\tilde{f}_{i+1}(x_{i-1}) \\
\vdots \\
\tilde{f}_m(x_m)
\end{pmatrix}, \\
\tilde{g}_i(z) &= \begin{pmatrix}
0 \\
\vdots \\
0 \\
0 \\
0 \\
0 \\
\tilde{g}_{iz_1}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, z_1^i) \\
0 \\
\tilde{g}_{iz_2}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, z_1^i, z_2^i, z_3^i) \\
\tilde{g}_{iz_4}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, z_1^i, z_2^i, z_3^i, z_4^i)
\end{pmatrix},
\end{align*}
\]

(4.4)

with

\[
\mathcal{R}^*_i + \Delta^*_{\text{MIX}} = \text{span}\{\partial/\partial z_1^i, \partial/\partial z_3^i, \partial/\partial z_4^i\},
\]

\[
\mathcal{R}^* = \text{span}\{\partial/\partial z_2^i, \partial/\partial z_3^i, \partial/\partial z_4^i\},
\]

\[
\mathcal{R}^* \cap (\mathcal{R}^*_i + \Delta^*_{\text{MIX}}) = \text{span}\{\partial/\partial z_3^i, \partial/\partial z_4^i\},
\]

\[
\Delta^*_{\text{MIX}} = \text{span}\{\partial/\partial z_4^i\}.
\]

(4.6)

Consider now the noninteractive system (3.8). We know from proposition 4.1 that the distributions \(\mathcal{R}^*_i + \Delta^*_{\text{MIX}}, i = 1, \ldots, m\), and \(\Delta^*_{\text{MIX}}\) have constant dimension in a neighbourhood of \(x_0\), are locally involutive and invariant under \(\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m\). Since \(\tilde{f}(x_0) = 0\) and \(L^\Delta_{x_0}^*\) is well-defined, it makes sense to consider the restriction \(\tilde{f}\big| L^\Delta_{x_0}\). This vector field induces a dynamics evolving on \(L^\Delta_{x_0}\), which in \(z^i\)–coordinates is described by

\[
z_4^i = \tilde{f}_{z_4^i}(0, \ldots, 0, z_4^i).
\]

(4.7)

This dynamics is trivial in the case of linear systems, since \(\Delta^*_{\text{MIX}} = 0\).
It makes sense to consider also the restrictions \( \tilde{f} [L_{R_0^i + \Delta_{MIX}^*}] \) and \( \tilde{g}_i [L_{R_0^i + \Delta_{MIX}^*}] \) (note that \( \tilde{g}_i \in R_0^i \)). These vector fields define a control system evolving on \( L_{R_0^i + \Delta_{MIX}^*} \), which in \( z^i \)-coordinates is given by

\[
\begin{pmatrix}
\dot{z}_1^i \\
\dot{z}_2^i \\
\dot{z}_3^i
\end{pmatrix} = \begin{pmatrix}
\tilde{f}_1^i(0, \ldots, 0, z_1^i) \\
\tilde{f}_2^i(0, \ldots, 0, z_1^i, 0, z_3^i) \\
\tilde{f}_3^i(0, \ldots, 0, z_1^i, 0, z_3^i, z_4^i)
\end{pmatrix} + \begin{pmatrix}
\tilde{g}_{1z_1}^i(0, \ldots, 0, z_1^i) \\
\tilde{g}_{2z_1}^i(0, \ldots, 0, z_1^i, 0, z_3^i) \\
\tilde{g}_{3z_1}^i(0, \ldots, 0, z_1^i, 0, z_3^i, z_4^i)
\end{pmatrix} u_i.
\]

Let us consider the subsystem

\[
\begin{pmatrix}
\dot{z}_1^i \\
\dot{z}_2^i
\end{pmatrix} = \begin{pmatrix}
\tilde{f}_1^i(0, \ldots, 0, z_1^i) \\
\tilde{f}_2^i(0, \ldots, 0, z_1^i, 0, z_3^i)
\end{pmatrix} + \begin{pmatrix}
\tilde{g}_{1z_1}^i(0, \ldots, 0, z_1^i) \\
\tilde{g}_{2z_1}^i(0, \ldots, 0, z_1^i, 0, z_3^i)
\end{pmatrix} u_i. \quad (4.8)
\]

It is worth noting that, in the case of linear systems, since \( \Delta_{MIX}^* = 0 \) and \( R_i^* \) is a controllability subspace, (4.8) is a controllable system and, consequently, it is asymptotically stabilizable via static feedback.

One might ask if the dynamics (4.7) and (4.8) may depend on the feedback law chosen to obtain (3.8). The following proposition states that these dynamics are uniquely (in some sense) associated to a given system (1.1), which satisfies assumptions (A1), (A2), (A3) and (A4). This renders the definition of (4.7) and (4.8) independent (in some sense) of the particular feedback law chosen to obtain (3.8). Given the system (3.8), denoted by \( \tilde{\Sigma} \), let us apply it any invertible feedback law \( u = \alpha'(x) + \beta' \) which solves NS, with \( \alpha'(x) = (\alpha_1'(x) \cdots \alpha_m'(x))^T \) and \( \beta' = (\beta_1'(x) \cdots \beta_m'(x)) \). Denote by \( \tilde{\Sigma}' \) the system obtained from \( \tilde{\Sigma} \) and by (4.7)’ and (4.8)’ the dynamics defined on \( \tilde{\Sigma}' \) and corresponding to (4.7) and (4.8), respectively.

**Proposition 4.2.** The dynamics (4.7) and (4.7)’ are equal up to changes of coordinates, defined in a neighbourhood of \( x_0 \). The systems (4.8) and (4.8)’ are equal up to changes of coordinates and invertible static feedback transformations, defined in a neighbourhood of \( x_0 \).

To prove proposition 4.2, we need a preliminary result. The proof of the first part of the following lemma can be found in [86], but, since it contains some ideas which will be often used in the sequel, we will repeat it here. Let \( \beta_j'(x) \) be the \( i \)-th component of \( \beta_j'(x) \) and \( (\Delta_{MIX}^*)' \) be the distribution defined as \( \Delta_{MIX}^* \) but with \( \tilde{f} \) and \( \tilde{g}_j, j = 1, \ldots, m \), replaced by \( \tilde{f}' = \tilde{f} + \tilde{G} \alpha' \) and \( \tilde{g}_j = \tilde{G} \beta_j' \), respectively.

**Lemma 4.3.** Assume that (A1), (A2), (A3) and (A4) hold. Let \( u = \alpha'(x) + \beta'(x)v \) be any invertible feedback law which solves NS for (3.8). Then, \( \Delta_{MIX}^* = (\Delta_{MIX}^*)' \) in a
neighbourhood of \(x_0\). Moreover, \(\alpha'_i(x) = 0\) for \(x \in \mathcal{L}_{x_0}^{\mathcal{R}_i^* + \Delta^*_{\text{MIX}}}\) and \(j \neq i\); in particular, \(\alpha'(x) = 0\) for \(x \in \mathcal{L}_{x_0}^{\Delta^*_{\text{MIX}}}\).

Proof. From proposition 3.2 it follows that \(\beta'_{ij}(x) = 0\) for all \(x\) in a neighbourhood of \(x_0\) and \(j \neq i\), \(\beta'_{ii}(x_0) \neq 0\) and

\[
\begin{align*}
L_{X_i} \beta'_{ij}(x) &= 0, \\
L_{X_i} \alpha'_i(x) &= 0,
\end{align*}
\]

for \(X_i \in \sum_{j \neq i} \mathcal{R}_j^*\) and for all \(x\) in a neighbourhood of \(x_0\). Since \(\alpha'(x_0) = 0\) and \(\Delta^*_{\text{MIX}} \subset \sum_{j \neq i} \mathcal{R}_j^*\), (4.9) implies that \(\alpha'_i(x) = 0\) for \(x \in \mathcal{L}_{x_0}^{\mathcal{R}_i^* + \Delta^*_{\text{MIX}}}\) and \(j \neq i\). In particular, \(\alpha'(x) = 0\) for \(x \in \mathcal{L}_{x_0}^{\Delta^*_{\text{MIX}}}\).

Now, we will prove that \(\Delta^*_{\text{MIX}} = (\Delta^*_{\text{MIX}})'\) in a neighbourhood of \(x_0\). We know that \(\Delta^*_{\text{MIX}}\) is spanned by the Lie brackets of \(\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m\), in which appear both \(\tilde{g}_i\) and \(\tilde{g}_j\) with \(j \neq i\) and \(i, j \in \{1, \ldots, m\}\). By using repeatedly the Jacobi identity, it can be easily shown that, equivalently, \(\Delta^*_{\text{MIX}}\) is spanned by the vector fields of the form

\[
[ad^q_{\tilde{g}_i} \tilde{g}_{i_1}, \ldots, [ad^q_{\tilde{g}_{i_2}} \tilde{g}_{i_2}, ad^q_{\tilde{g}_{i_3}} \tilde{g}_{i_3}, \ldots]], \quad s_i \geq 0, \quad i_2 \neq i_1, \quad i_1, \ldots, i_q \in \{1, \ldots, m\}.
\]

Similarly, \((\Delta^*_{\text{MIX}})'\) is spanned by the vector fields of the form

\[
[ad^q_{\tilde{g}_i} \tilde{g}_{i_1}, \ldots, [ad^q_{\tilde{g}_{i_2}} \tilde{g}_{i_2}, ad^q_{\tilde{g}_{i_3}} \tilde{g}_{i_3}, \ldots]], \quad s_i \geq 0, \quad i_2 \neq i_1, \quad i_1, \ldots, i_q \in \{1, \ldots, m\}.
\]

From proposition 3.1 and using the identity \(L_{[X_i, X_j]} \varphi(x) = L_{X_i} L_{X_j} \varphi(x) - L_{X_j} L_{X_i} \varphi(x)\), where \(X_i\) and \(X_j\) are smooth vector fields and \(\varphi\) is a smooth real–valued function, it is easy to show by induction that (4.9) is equivalent to

\[
\begin{align*}
L_{X_i} \tilde{D} \beta'_{ij}(x) &= 0, \\
L_{X_i} \tilde{D} \alpha'_i(x) &= 0,
\end{align*}
\]

for \(X_i \in \sum_{j \neq i} \mathcal{R}_j^*\) and for all \(x\) in a neighbourhood of \(x_0\), with \(\tilde{D}\) an arbitrary composition of the Lie derivatives \(L_{\tilde{f}}\) and \(L_{\tilde{g}_j}\), \(j = 1, \ldots, m\). Indeed, from (4.9) and since \(\mathcal{R}_i^*\) is invariant under \(\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m\), it follows

\[
\begin{align*}
L_{[\tilde{f}, X_i]} \beta'_{ij}(x) &= L_{[\tilde{g}_j, X_i]} \beta'_{ij}(x) = 0, \quad j = 1, \ldots, m, \\
L_{[\tilde{f}, X_i]} \alpha'_i(x) &= L_{[\tilde{g}_j, X_i]} \alpha'_i(x) = 0, \quad j = 1, \ldots, m,
\end{align*}
\]

for all \(x\) in a neighbourhood of \(x_0\). This, together with (4.9), implies \(L_{X_i} L_{\tilde{f}} \beta'_{ii}(x) = L_{X_i} L_{\tilde{g}_j} \beta'_{ij}(x) = L_{X_i} L_{\tilde{f}} \alpha'_i(x) = L_{X_i} L_{\tilde{g}_j} \alpha'_i(x) = 0\) for all \(x\) in a neighbourhood of \(x_0\). Now, suppose that for all \(x\) in a neighbourhood of \(x_0\)

\[
\begin{align*}
L_{X_i} \tilde{D}^k \beta'_{ii}(x) &= 0, \\
L_{X_i} \tilde{D}^k \alpha'_i(x) &= 0,
\end{align*}
\]

\[55\]
where $\tilde{D}^k$ is an arbitrary composition of at most $k > 1$ Lie derivatives $L_{\tilde{f}_j}$ and $L_{\tilde{g}_j}$, $j = 1, \ldots, m$. By induction hypothesis,

$$0 = L_{\tilde{f}_j} \tilde{D}^k \beta_{ii}^j(x) = L_{\tilde{f}_j} \tilde{L}_X \tilde{D}^k \beta_{ii}^j(x) - L_X L_{\tilde{f}_j} \tilde{D}^k \beta_{ii}^j(x) = -L_X L_{\tilde{f}_j} \tilde{D}^k \beta_{ii}^j(x).$$

In the same way, we obtain $L_X L_{\tilde{g}_j} \tilde{D}^k \beta_{ii}^j(x) = 0$ for all $x$ in a neighbourhood of $x_0$ and the same equalities can be proved by replacing $\beta_{ii}^j(x)$ with $\alpha_{ii}^j(x)$. This proves by induction that (4.12) implies (4.9). The converse is trivially true.

Now, for a given vector field of $\tau \in T^*$, let $r$ be the total number of $\tilde{f}$’s and $\tilde{g}$’s, $j = 1, \ldots, m$, and $s$ be the number of $\tilde{f}$’s which appear in $\tau$. Clearly, $r \geq s + 2$. By induction on $q = r - s \geq 2$, we prove first that $(\Delta_{\text{mix}}^s)^t \subset \Delta_{\text{mix}}^s$ in a neighbourhood of $x_0$. By an easy induction argument on $k$, it follows that for $k \geq 0$ and $j_k + \ldots + j_1 > 0$

$$ad_{\tilde{f}_j}^k \tilde{g}_i(x) = \beta_{ii}^j(x) ad_{\tilde{f}_j}^k \tilde{g}_i(x) + \sum_{1 \leq h \leq k} \sum_{j_h, \ldots, j_1 \in \{0, \ldots, m\}} \varphi^{j_h \ldots j_1}(x) [\tilde{g}_{j_h}, \ldots, [\tilde{g}_{j_1}, \tilde{g}_i] \ldots]](x),$$

where $\tilde{g}_0(x) = \tilde{f}(x)$ and $\varphi^{j_h \ldots j_1}(x)$ are sums of terms of the following form

$$D_h \cdots D_1 \beta_{ii}^j(x), \quad h \geq 1,$$

$$D_t \cdots D_0 (L_{ad_{\tilde{f}_j}^i} \tilde{g}_i(x)), \quad 0 \leq l + t < h, h \geq 1, l, t \geq 0,$$

with $D_h, \ldots, D_0 \in \{L_{\tilde{f}_j}, \alpha_1, \ldots, \alpha_m\}$. Moreover, in (4.13) only one of the two following facts can happen:

- $\varphi^{j_h \ldots j_1}(x)$ contains no $\alpha_j^i(x)$ for $j \neq i$,
- $[\tilde{g}_{j_h}, \ldots, [\tilde{g}_{j_1}, \tilde{g}_i] \ldots] \in \Delta_{\text{mix}}^s$.

If $q = 2$, from (4.13) we have for $i_2 \neq i_1$, $l_s, \ldots, l_1 > 0$, $j_s, \ldots, j_1 > 0$ and $s_2 + s_1 \geq 0$

$$[ad_{\tilde{f}_j}^i \tilde{g}_{i_2}, ad_{\tilde{f}_j}^i \tilde{g}_{i_1}](x) = \beta_{i_2 i_1}^j(x) \beta_{i_1 i_2}^j(x) \varphi^{j_h \cdots j_1}(x) \varphi^{l_h \cdots l_1}(x) + \sum_{1 \leq h \leq s_2} \sum_{1 \leq k \leq s_1} \sum_{l_h, \ldots, l_1 \in \{0, \ldots, m\}} \sum_{j_h, \ldots, j_1 \in \{0, \ldots, m\}} \varphi^{j_h \ldots j_1}(x) \varphi^{l_h \cdots l_1}(x).$$

(4.15)
From (4.14) it follows that \([ad_{\tilde{f}}^{r_2}\tilde{g}_{i_2}, ad_{\tilde{f}}^{r_1}\tilde{g}_{i_1}] \in \Delta_{\text{MIX}}^* \) for \(i_2 \neq i_1\). Suppose now that for some \(q > 2\) and for \(i_2 \neq i_1\)

\[
[ad_{\tilde{f}}^{r_2}\tilde{g}_{i_2}, \ldots, [ad_{\tilde{f}}^{r_2}\tilde{g}_{i_2}, ad_{\tilde{f}}^{r_1}\tilde{g}_{i_1}] \ldots] \in \Delta_{\text{MIX}}^*.
\]

If \(\tau = [ad_{\tilde{f}}^{r_2}\tilde{g}_{i_2}, \ldots, [ad_{\tilde{f}}^{r_2}\tilde{g}_{i_2}, ad_{\tilde{f}}^{r_1}\tilde{g}_{i_1}] \ldots] \in \Delta_{\text{MIX}}^*\), from (4.12) and (4.13) and since \(\Delta_{\text{MIX}}^*\) is locally invariant under \(\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m\), we obtain for \(s_{q+1} \geq 0\) and \(j_1 > 0\)

\[
[ad_{\tilde{f}}^{r_{q+1}}\tilde{g}_{i_{q+1}}, \tau](x) = \beta'_{i_{q+1}i_{q+1}}(x)[ad_{\tilde{f}}^{r_{q+1}}\tilde{g}_{i_{q+1}}, \tau](x) + \\
\sum_{1 \leq h \leq s_{q+1}} \sum_{j_1, \ldots, j_1 \in \{0, \ldots, m\}} (-L_{\varphi^{j_1} \ldots j_1})(x)[\tilde{g}_{j_1}, \ldots, [\tilde{g}_{j_1}, \tilde{g}_{i_{q+1}}] \ldots](x) + \\
\sum_{1 \leq h \leq s_{q+1}} \sum_{j_1, \ldots, j_1 \in \{0, \ldots, m\}} \varphi^{j_1} \ldots j_1(x)[\tilde{g}_{j_1}, \ldots, [\tilde{g}_{j_1}, \tilde{g}_{i_{q+1}}] \ldots], \tau(x).
\]

From (4.14) and by induction, we conclude that \((\Delta_{\text{MIX}}^*)' \subset \Delta_{\text{MIX}}^*\) in a neighbourhood of \(x_0\).

Conversely, to prove that \((\Delta_{\text{MIX}}^*)' \supset \Delta_{\text{MIX}}^*\) in a neighbourhood of \(x_0\), we will use combined induction on \(r \geq 2\) and \(s \geq 0\). If \(r = 2\) and \(s = 0\), from (4.12) we obtain for \(i_2 \neq i_1\)

\[
[\tilde{g}_{i_2}, \tilde{g}_{i_1}](x) = \beta'_{i_2i_2}(x) \beta'_{i_1i_1}(x)[\tilde{g}_{i_2}, \tilde{g}_{i_1}](x),
\]

which, since \(\beta(x_0) \neq 0\), implies \([\tilde{g}_{i_2}, \tilde{g}_{i_1}] \in (\Delta_{\text{MIX}}^*)'\).

Now, suppose that for some \(r > 2\) (with \(s = 0\)) and for \(i_2 \neq i_1\)

\[
[\tilde{g}_{i_r}, \ldots, [\tilde{g}_{i_2}, \tilde{g}_{i_1}] \ldots] \in (\Delta_{\text{MIX}}^*)'. \tag{4.16}
\]

As above, since \(\beta(x_0) \neq 0\), it follows that

\[
[\tilde{g}_{i_{r+1}}, \ldots, [\tilde{g}_{i_2}, \tilde{g}_{i_1}] \ldots] \in (\Delta_{\text{MIX}}^*)', \quad i_2 \neq i_1.
\]

By induction it follows that (4.16) holds for any \(r \geq 2\) (with \(s = 0\)).

Assume that any vector field of \(\mathcal{I}^*\) with at most \(s\) \(\tilde{f}\)'s and any number \(r \geq s + 2\) of \(\tilde{f}\)'s and \(\tilde{g}_j\)’s, \(j = 1, \ldots, m\), is contained in \((\Delta_{\text{MIX}}^*)'\). Let us consider any vector field \(\tau \in \mathcal{I}^*\) with at most \(s + 1\) \(\tilde{f}\)'s and \(r = s + 3\) \(\tilde{f}\)'s and \(\tilde{g}_j\)’s, \(j = 1, \ldots, m\). Since in this case \(q = r - s = s + 3 - (s + 1) = 2\), these Lie brackets are spanned by the vector fields of the form

\[
[ad_{\tilde{f}}^{s_2}\tilde{g}_{i_2}, ad_{\tilde{f}}^{s_1}\tilde{g}_{i_1}](x), \quad i_2 \neq i_1, \ 0 \leq s_2 + s_1 \leq s + 1.
\]
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Since the Lie brackets appearing on the right of (4.15) contain at most \( s \) \( \beta \)'s (except for 
\[
[ad_{\tilde{f}}^{s_2} \tilde{g}_{i_2}, ad_{\tilde{f}}^{s_1} \tilde{g}_{i_1}] \]
and \( \beta(x_0) \neq 0 \), by induction hypothesis it follows that
\[
[ad_{\tilde{f}}^{s_2} \tilde{g}_{i_2}, ad_{\tilde{f}}^{s_1} \tilde{g}_{i_1}] \in (\Delta_{MIX}^*)', \ i_2 \neq i_1, \ 0 \leq s_2 + s_1 \leq s + 1.
\]
Similarly, by induction on \( r > s + 3 \) with \( s + 1 \) fixed, we can prove that for \( \text{any} \ r \geq s + 3 \)
\[
[ad_{\tilde{f}}^{s_2} \tilde{g}_{i_2}, \ldots, [ad_{\tilde{f}}^{s_1} \tilde{g}_{i_1}] \ldots] \in (\Delta_{MIX}^*)',
\]
\( i_2 \neq i_1, s_q + \ldots s_1 \leq s + 1, 2 \leq q \leq r - s - 1. \)

This proves by induction that \( \Delta_{MIX}^* \subset (\Delta_{MIX}^*)' \) in a neighbourhood of \( x_0 \). \( \square \)

We are now in a position to prove proposition 4.2. From proposition 4.3, it follows that 
\( \Delta_{MIX}^* = (\Delta_{MIX}^*)' \) in a neighbourhood of \( x_0 \) and \( \tilde{f}(x) + \tilde{g}(x)\alpha'(x) = \tilde{f}(x) \) for \( x \in L_{x_0}^{\Delta_{MIX}} \). 
This implies the first part of proposition 4.2.

Now, consider \( \tilde{\Sigma} \) in \( z^i \)-coordinates. From the proof of propositions 3.2 and 3.3 and by 
(4.6), we conclude that \( \alpha'(z^i) \) and \( \beta'(z^i) \) depend only on \( z^i_1 \). Moreover, \( \Delta_{MIX}^* = (\Delta_{MIX}^*)' \) in a neighbourhood of \( x_0 \) and \( R_{\Sigma}^* \) is invariant under regular feedback. Thus, (4.8)' can be 
written as
\[
\left( \begin{array}{c} z_1^i \\ z_3^i \end{array} \right) = \left( \begin{array}{c} \tilde{f}'_{z_1^i}(0, \ldots, 0, z^i_1) \\ \tilde{f}'_{z_3^i}(0, \ldots, 0, z^i_1, 0, z^i_3) \end{array} \right) + \left( \begin{array}{c} \tilde{g}'_{iz_1^i}(0, \ldots, 0, z^i_1) \\ \tilde{g}'_{iz_3^i}(0, \ldots, 0, z^i_1, 0, z^i_3) \end{array} \right) \alpha'(z^i_1) + \left( \begin{array}{c} \tilde{g}'_{iz_1^i}(0, \ldots, 0, z^i_1) \\ \tilde{g}'_{iz_3^i}(0, \ldots, 0, z^i_1, 0, z^i_3) \end{array} \right) \beta'(z^i_1) v_i,
\]
with \( \beta'(z^i(x_0)) \neq 0 \). By direct inspection of (4.17), the second part of proposition 4.2 
follows immediately.

Also in this case, from proposition 4.3 it follows that the local stability properties of 
(4.7) and (4.7)' and, respectively, the local stabilizability properties of (4.8) and (4.8)' are 
the same.

### 3.4.2 Necessary and sufficient conditions: an intermediate result

We are ready now to derive necessary and sufficient conditions to solve NLSD for the 
class of systems (1.1) which satisfy assumptions (A1), (A2), (A3) and (A4).
Let us begin with necessary conditions. Toward this end, a preliminary result is needed. We have seen in proposition 4.2 that the dynamics (4.7) is invariant under regular static feedback laws which solve NS. Let (1.2) be a feedback law which solves ND for (3.8). Moreover, let \( \Delta^e_{\text{MIX}} \) be defined as \( \Delta^e_{\text{MIX}} \) but replacing \( \tilde{f}_j \) and \( \tilde{g}_j \), \( j = 1, \ldots, m \), with \( \tilde{f}^e \) and \( \tilde{g}^e_j \), and \( R^e_i \) be the smallest distribution which is locally invariant under \( \tilde{f}^e, \tilde{g}^e_1, \ldots, \tilde{g}^e_m \) and contains \( \text{span}\{\tilde{g}^e_i\} \). Also, let \( \pi \) be the natural projection \( \pi : \mathbb{R}^{n+n^w} \rightarrow \mathbb{R}^n \) and \( \pi_{\ast x^e} \) be the Jacobian of \( \pi \) at \( x^e \). At this point, one might ask if (4.7) is also invariant, in the sense of projection, under feedback laws (1.2) which solve ND. This is answered in the next lemma.

Proposition 4.4. Assume that (A1), (A2), (A3) and (A4) hold. Let (1.2) be a feedback law which solves ND for (3.8) and assume that \( \Delta^e_{\text{MIX}} \) have constant dimension in a neighbourhood of \( x^e_0 \). Then, for all \( x^e \) in a neighbourhood of \( x^e_0 \)

\[
\pi_{\ast x^e} \Delta^e_{\text{MIX}}(x^e) = \Delta^e_{\text{MIX}}(\pi(x^e)),
\]

and \( \alpha(x^e) = 0 \) for \( x^e \in \mathcal{L}^{\Delta^e_{\text{MIX}}}_{x^e_0} \). Moreover, if \( R^e_i \) is regularly computable at \( x^e_0 \), then for all \( x^e \) in a neighbourhood of \( x^e_0 \)

\[
\pi_{\ast x^e}(R^e_i + \Delta^e_{\text{MIX}})(x^e) = (R^e_i + \Delta^e_{\text{MIX}})(\pi(x^e))
\]

and \( \alpha_i(x^e) = 0 \) for \( x^e \in \mathcal{L}^{R^e_i + \Delta^e_{\text{MIX}}}_{x^e_0} \) and \( j \neq i \).

\[\square\]

Proof. The proof of the first part of the lemma can be found in [86]. We will sketch it here for completeness. From proposition 1.3 and proposition 1.5 it follows that in a neighbourhood of \( x^e_0 \) and for \( X^e_i = \sum_{j \neq i} R^e_j \)

\[
L_{X^e_i} \tilde{D}^e \beta_{ii}(x^e) = 0,
\]

\[
L_{X^e_i} \tilde{D}^e \alpha_i(x^e) = 0,
\]

\[
\beta_{ij}(x^e) = 0, \quad j \neq i,
\]

(4.18)

where \( \tilde{D}^e \) is an arbitrary composition of the Lie derivatives \( L_{\tilde{f}^e} \) and \( L_{\tilde{g}^e_j}, j = 1, \ldots, m \). Moreover, from proposition 1.3 it follows that only one of the following facts can happen:

- \( \beta_{ii}(x^e) \neq 0 \) for all \( x^e \) in a neighbourhood of \( x^e_0 \);

- \( \beta_{ii}(x^e) = 0 \) for all \( x^e \) in a neighbourhood of \( x^e_0 \); moreover, there exists \( g_i \geq 1 \) such that \( L_{\tilde{g}^e_i} L_{\tilde{f}^e} \alpha_i(x^e) = 0 \) for all \( x^e \) in a neighbourhood of \( x^e_0 \) and \( k < g_i - 1 \) and
where 

with 

or 

and 

\( x \) defined in a neighbourhood of \( x_0^e \) (in the case \( \beta_{ii}(x^e) \neq 0 \) for all \( x^e \) in a neighbourhood of \( x_0^e \), we set \( g_i = 0 \)).

By an easy induction argument on \( k \), it follows that for \( k \geq g_i \) and \( j_{k-g_i} + \ldots + j_1 > 0 \)

\[
\pi_{x^e}(ad_{\tilde{g}_1}^{k-g_i}) (x^e) = \psi^i(x^e)ad_{\tilde{g}_1}^{k-g_i} \pi(x^e) + \sum_{1 \leq h \leq k-g_i} \sum_{j_1 \in \{0, \ldots, m\}} \varphi^{j_h \ldots j_{j_1}} (x^e) [\tilde{g}_{j_h}, \ldots, [\tilde{g}_{j_1}, \tilde{g}_i] \ldots]) (\pi(x^e)),
\]

where

\[
\psi^i(x^e) = \begin{cases} 
\beta_{ii}(x^e), & \text{if } g_i = 0, \\
-L_{ad_{\tilde{g}_1}^{k-g_i}}^{-1} g_i \alpha_i(x^e), & \text{if } g_i > 0,
\end{cases}
\]

and \( \varphi^{j_h \ldots j_{j_1}} (x^e) \) are sums of factors of the following form

\[
D_h^e \cdots D_{l+t}^e \beta_{ii}(x^e), \quad 1 \leq h \leq k-g_i,
\]

\[
D_l^e \cdots D_0^e (L_{ad_{\tilde{g}_1}^{k-g_i}} \alpha_i(x^e)), \quad l+t < h \leq k-g_i, h \geq 1, 0 \leq l, t \geq 0.
\]

with \( D_h^e \in \{ L_{\tilde{g}_1}^e, \alpha_1, \ldots, \alpha_m \} \). From (4.18) and (4.19), proceeding as in the proof of proposition 4.2, we can show that \( \pi_{x^e} \Delta_{MIX}^e (x^e) = \Delta_{MIX}^e (\pi(x^e)) \) for all \( x^e \) in a neighbourhood of \( x_0^e \). Since \( \Delta_{MIX}^e \subset \sum_{j \neq i} R_j^e \) for \( i = 1, \ldots, m \) and \( \alpha(x_0^e) = 0 \), it follows from (4.18) that \( \alpha(x^e) = 0 \) for \( x^e \in L_{MIX}^e \).

To prove the second part of the lemma, it suffices to note that \( R_i^e + \Delta_{MIX}^e \) is spanned by vector fields of the form either

\[
[\tilde{g}_{j_h}, \ldots, [\tilde{g}_{j_1}, \tilde{g}_i] \ldots])],
\]

\( j_h, \ldots, j_1 \in \{0, \ldots, m\} \), \( \tilde{g}_0^e (x^e) = \tilde{f}^e (x^e) \),

or

\[
[\tilde{g}_{j_h}, \ldots, [\tilde{g}_{j_2}, \tilde{g}_{j_1}] \ldots])],
\]

\( j_h, \ldots, j_1 \in \{0, \ldots, m\} \), \( \tilde{g}_0^e (x^e) = \tilde{f}^e (x^e) \),

\( j_{k_1} \neq j_{k_2} \) and \( j_{k_1}, j_{k_2} \neq 0 \) for some \( k_1, k_2 \in \{1, \ldots, h\} \),

and to proceed as above.

\( \square \)

**Remark 4.5.** Reasoning as in lemma 4.4, it is also possible to show that, in particular, \( \pi_{x^e} R_i^e (x^e) = R_i^e (\pi(x^e)) \). Now, let us define dynamic local controllability distribution for (1.1) a locally involutive distribution \( \Delta \subset R^n \) for which there exist \( n^u \) and a feedback law (1.2), defined in a neighbourhood of \( x_0^e \) and such that

\[
\pi_{x^e} \langle \tilde{f}^e, \tilde{g}_1^e, \ldots, \tilde{g}_m^e \rangle \text{span} \{ \tilde{g}_i^e : i \in I \} (x^e) = \Delta (\pi(x^e)), \quad I \subset \{1, \ldots, m\}.
\]
Since $\pi_{x^e} \mathcal{R}_i^e(x^e) = \mathcal{R}_i^e(\pi(x^e))$ by proposition 4.4, it follows that $\mathcal{R}_i^e$ is a dynamic local controllability distribution for (1.1).

Suppose now that NLSD be solvable. Let $\pi$ be as in proposition 4.4. It follows from this proposition that $\pi_{x^e} \tilde{f}^e(x^e) = \tilde{f}(\pi(x^e))$ for $x^e \in \mathcal{L}_{x_0^e}^{\Delta_{\text{MIX}}}$. This exactly means that the trajectory of $\tilde{\Sigma}^e$, starting from $\tilde{x}^e \in \mathcal{L}_{x_0^e}^{\Delta_{\text{MIX}}}$, and the trajectory of $\tilde{\Sigma}$, starting from $\pi(\tilde{x}^e)$, have the same first $n$ components. Thus, the dynamics (4.7) must be locally asymptotically stable at the origin, since $\dot{x}^e = \tilde{f}^e(x^e)$ is (note that the trajectory of $\dot{x}^e = \tilde{f}^e(x^e)$, starting from a given point of $\mathcal{L}_{x_0^e}^{\Delta_{\text{MIX}}}$, remains in $\mathcal{L}_{x_0^e}^{\Delta_{\text{MIX}}}$ by invariance of $\Delta_{\text{MIX}}^e$).

Moreover, each system (4.8) must be locally asymptotically stabilizable at the origin via dynamic feedback, if NLSD is solvable. Indeed, assume that $\Delta_{\text{MIX}}^e$, $\mathcal{R}_i^e$ and $\mathcal{R}_i^e + \Delta_{\text{MIX}}^e$, $i = 1, \ldots, m$, have constant dimension in a neighbourhood of $x_0^e$. Reasoning as in proposition 4.1, it can be shown that $\mathcal{R}_i^e + \Delta_{\text{MIX}}^e$ is locally involutive and invariant under $\tilde{f}^e, \tilde{g}_1^e, \ldots, \tilde{g}_m^e$. Since $\alpha(x_0^e) = 0$, $\delta(x_0^e) = 0$ and $\mathcal{L}_{x_0^e}^{\mathcal{R}_i^e + \Delta_{\text{MIX}}^e}$ is well–defined, it makes sense to consider $\bar{f}^e|\mathcal{L}_{x_0^e}^{\mathcal{R}_i^e + \Delta_{\text{MIX}}^e}$. Moreover, from proposition 4.4, $\alpha_j(x^e) = 0$ for $x^e \in \mathcal{L}_{x_0^e}^{\Delta_{\text{MIX}}^e + \mathcal{R}_i^e}$ and $j \neq i$ and $\pi_{x^e}(\mathcal{R}_i^e + \Delta_{\text{MIX}}^e)(x^e) = (\mathcal{R}_i^e + \Delta_{\text{MIX}}^e)(\pi(x^e))$ for all $x^e$ in a neighbourhood of $x_0^e$. This implies that any vector field of $\mathcal{R}_i^e + \Delta_{\text{MIX}}^e$ projects to a well–defined vector field of $\mathcal{R}_i^e + \Delta_{\text{MIX}}^e$. In particular, this is true for $\bar{f}^e|\mathcal{L}_{x_0^e}^{\Delta_{\text{MIX}}^e + \mathcal{R}_i^e}$.

If we consider (3.8) in $z^i$–coordinates and using the notation $x^e$ also for the coordinates $(z^i, w)$, since $\mathcal{R}_i^e + \Delta_{\text{MIX}}^e = \text{span}\{\partial/\partial z_1^i, \partial/\partial z_3^i, \partial/\partial z_4^i\}$, necessarily the component of the vector field $\pi_{x^e}(\bar{f}^e|\mathcal{L}_{x_0^e}^{\mathcal{R}_i^e + \Delta_{\text{MIX}}^e})$ along span $\{\partial/\partial x_j, \partial/\partial z_k^i : j \neq \{i, m + 1\}\}$ is identically zero in a neighbourhood of $z^i(x_0)$. In other words, we obtain

$$
\bar{f}^e|\mathcal{L}_{x_0^e}^{\mathcal{R}_i^e + \Delta_{\text{MIX}}^e} = \begin{pmatrix}
\tilde{f}_{z_1^i}(0, \ldots, 0, z_1^i) \\
\tilde{f}_{z_3^i}(0, \ldots, 0, z_1^i, 0, z_3^i) \\
\tilde{f}_{z_4^i}(0, \ldots, 0, z_1^i, 0, z_3^i, z_4^i) \\
\varphi^i(z_1^i, z_3^i, z_4^i, w^*)
\end{pmatrix} + \\
+ \begin{pmatrix}
\tilde{g}_{z_1^i}(0, \ldots, 0, z_1^i) \\
\tilde{g}_{z_3^i}(0, \ldots, 0, 0, z_1^i, 0, z_3^i) \\
\tilde{g}_{z_4^i}(0, \ldots, 0, z_1^i, 0, z_3^i, z_4^i) \\
\eta^i(z_1^i, z_3^i, z_4^i, w^*)
\end{pmatrix} \alpha_i(0, \ldots, 0, z_1^i, 0, z_3^i, z_4^i, w^*).
$$

(4.20)

where $(z_1^i, z_3^i, z_4^i, w^*)$ is a set of local coordinates for $\mathcal{L}_{x_0^e}^{\mathcal{R}_i^e + \Delta_{\text{MIX}}^e}$ and $\varphi^i(z_1^i, z_3^i, z_4^i, w^*)$ and $\eta^i(z_1^i, z_3^i, z_4^i, w^*)$ are smooth (possibly vector–valued) functions of their arguments. Since $\dot{x}^e = \bar{f}^e(x^e)$ is locally asymptotically stable at $x_0^e$ (note that the trajectory of $\dot{x}^e = \bar{f}^e(x^e)$, which starts from a given point of $\mathcal{L}_{x_0^e}^{\Delta_{\text{MIX}}^e + \mathcal{R}_i^e}$, remains in $\mathcal{L}_{x_0^e}^{\mathcal{R}_i^e + \Delta_{\text{MIX}}^e}$ by direct inspection of (4.20) it follows that also each system (4.8) must be locally asymptotically stable at the origin.
Conversely, if (4.7) is locally asymptotically stable at the origin and each system (4.8) is locally asymptotically stabilizable at the origin via dynamic feedback, then NLSD is solvable. We cannot prove this directly, so we will go through several steps. A first simplification of our problem is to assume $\Delta_{\text{MIX}}^* = 0$ in a neighbourhood of $x_0$ and we will see in a moment that this gives no loss of generality. Indeed, after a change of coordinates $z(x) = (z^T_1(x) \ldots, z^T_m(x) z^T_{m+1,1}(x) z^T_{m+1,2}(x))^T$, $z(x_0) = 0$, defined in a neighbourhood of $x_0$, (3.8) becomes

$$
\dot{z}_i = \tilde{f}_i(z_i) + \tilde{g}_{ii}(z_i)u_i, \quad i = 1, \ldots, m,
$$

$$
\dot{z}_{m+1,1} = \tilde{f}_{m+1,1}(z_1, \ldots, z_m, z_{m+1,1}) + \sum_{j=1}^m \tilde{g}_{m+1,1j}(z_1, \ldots, z_m, z_{m+1,1})u_j,
$$

$$
\dot{z}_{m+1,2} = \tilde{f}_{m+1,2}(z) + \sum_{j=1}^m \tilde{g}_{m+1,2j}(z)u_j,
$$

$$
y_i = h_i(z_i), \quad i = 1, \ldots, m,
$$

with $\sum_{j \neq i} R_{ij} = \text{span} \{\partial/\partial z_j : j \neq i\}$, $i = 1, \ldots, m$, $R^* = \text{span}\{\partial/\partial z_{m+1,1}, \partial/\partial z_{m+1,2}\}$ and $\Delta^*_{\text{MIX}} = \text{span}\{\partial/\partial z_{m+1,2}\}$. Since by assumption (4.7) is locally asymptotically stable at the origin, if

$$
u_i = \alpha_i(z_1, \ldots, z_m, z_{m+1,1}, w) + \sum_{j=1}^m \beta_{ij}(z_1, \ldots, z_m, z_{m+1,1}, w)v_j, \quad i = 1, \ldots, m,
$$

$$
\dot{w} = \delta(z_1, \ldots, z_m, z_{m+1,1}, w) + \gamma(z_1, \ldots, z_m, z_{m+1,1}, w)v \quad (4.21)
$$

is a feedback law which solves NLSD for the system

$$
\dot{z}_i = \tilde{f}_i(z_i) + \tilde{g}_{ii}(z_i)u_i, \quad i = 1, \ldots, m,
$$

$$
\dot{z}_{m+1,1} = \tilde{f}_{m+1,1}(z_1, \ldots, z_m, z_{m+1,1}) + \sum_{j=1}^m \tilde{g}_{m+1,1j}(z_1, \ldots, z_m, z_{m+1,1})v_j, \quad (4.22)
$$

$$
y_i = h_i(z_i), \quad i = 1, \ldots, m,
$$

it easily follows that also the composite system (3.8)--(4.21) is locally asymptotically stable at the origin of the state space. Moreover, since $\Delta^*_{\text{MIX}} \subset \text{ker}\{dh\}$, (3.8)--(4.21) is also noninteractive. This proves that, under the assumption that (4.7) is locally asymptotically stable at the origin, if NLSD is solvable for (4.22), then it is solvable also for (3.8). Now, let $z = x$ for simplicity, $\sigma$ be the natural projection $\sigma(x) = (x^T_1, \ldots, x^T_{m+1,1})^T$ and $\tilde{f}(\sigma(x)) = \sigma_{xx}\tilde{f}(x)$, $\tilde{g}_i(\sigma(x)) = \sigma_{xz}\tilde{g}_j(x)$ and $\hat{h}_i(\sigma(x)) = h_i(x)$ for $i = 1, \ldots, m$. If, in addition, we will show that assumptions similar to (A1), (A2), (A3) and (A4) hold also for (4.22), then,
without any further doubt, we can assume $\Delta^*_\text{MIX} = 0$ in a neighbourhood of $x_0$. For, let $\hat{\Delta}_{\text{MIX}}$ be defined as $\Delta_{\text{MIX}}$ but with $\hat{f}$ and $\hat{g}_j$, $j = 1, \ldots, m$, replaced by $\hat{f}$ and $\hat{g}_j$, $j = 1, \ldots, m$, respectively, and $\hat{\mathcal{R}}_i$ be the maximal local controllability distributions for (4.22) contained in $\bigcap_{j \neq i} \ker \{d\hat{h}_j\}$. For our purposes, it is sufficient to prove the following lemma.

Lemma 4.6. Let $\sigma$, $\hat{f}, \hat{g}_i$ and $\hat{h}_i$, $i = 1, \ldots, m$, be as above. Then for all $x$ in a neighbourhood of $x_0$

$$
\sigma_{*x}(\Delta^*_\text{MIX})(x) = \hat{\Delta}_{\text{MIX}}(\sigma(x)) = 0,
$$

$$
\sigma_{*x}(\mathcal{R}^*_i + \Delta^*_\text{MIX})(x) = \hat{\mathcal{R}}_i(\sigma(x)) = \langle \hat{f}, \hat{g}_1, \ldots, \hat{g}_m | \text{span} \{\hat{g}_i\} \rangle(\sigma(x)), \quad i = 1, \ldots, m.
$$

Moreover, (4.22) is strongly accessible at $\sigma(x_0)$ and has vector relative degree at $\sigma(x_0)$. \hfill \Box

Proof. We know that $\mathcal{R}^*_i + \Delta^*_\text{MIX}$ is spanned by the vector fields of the form either

$$
[g_{jh}, \ldots, [g_{j1}, \hat{g}_i] \ldots], \quad j_h, \ldots, j_1 \in \{0, \ldots, m\}, \quad \tilde{g}_0(x) = \tilde{f}(x), \tag{4.23}
$$
or

$$
[g_{jh}, \ldots, [g_{j2}, \hat{g}_{j1}] \ldots], \quad j_h, \ldots, j_1 \in \{0, \ldots, m\}, \quad \tilde{g}_0(x) = \tilde{f}(x), \quad j_{k1} \neq j_{k2} \text{ and } j_{k1}, j_{k2} \neq 0 \text{ for some } k_1, k_2 \in \{1, \ldots, h\}.
$$

Assume that for all $x$ in a neighbourhood of $x_0$

$$
\sigma_{*x}([g_{jh}, \ldots, [g_{j1}, \hat{g}_i] \ldots])(x) = [g_{jh}, \ldots, [g_{j1}, \hat{g}_i] \ldots](\sigma(x))
$$

for some $h \geq 1, j_h, \ldots, j_1 \in \{0, \ldots, m\}$, $\tilde{g}_0(x) = \tilde{f}(x)$ and $\tilde{g}_0(\sigma(x)) = \tilde{f}(\sigma(x))$. Thus,

$$
\sigma_{*x}([g_{jh+1}, \ldots, [g_{j1}, \hat{g}_i] \ldots])(x) = [\sigma_{*x}(g_{jh+1}), \sigma_{*x}([g_{jh}, \ldots, [g_{j1}, \hat{g}_i] \ldots])(\sigma(x)) =
$$

$$
= [g_{jh}, [g_{jh+1}, \ldots, [g_{j1}, \hat{g}_i] \ldots]](\sigma(x)),
$$

which proves by induction that $\sigma_{*x}(\Delta^*_\text{MIX})(x) = \hat{\Delta}_{\text{MIX}}(\sigma(x)) = 0$ for all $x$ in a neighbourhood of $x_0$.

Now, we will show that $\langle \hat{f}, \hat{g}_1, \ldots, \hat{g}_m | \text{span} \{\hat{g}_i\} \rangle(\sigma(x)) = \hat{\mathcal{R}}_i(\sigma(x))$ for all $x$ in a neighbourhood of $x_0$. For, note that the vector field $\sigma_{*}(\tau_i)$, with $\tau_i$ a vector field of the form (4.23), is contained in $\langle \hat{f}, \hat{g}_1, \ldots, \hat{g}_m | \text{span} \{\hat{g}_i\} \rangle$. On the other hand, the distribution spanned by the vector fields $\{\sigma_{*}(V_i) : V_i \text{ vector field of the form (4.23)}\}$ is locally invariant under $\hat{f}, \hat{g}_1, \ldots, \hat{g}_m$ and contains $\hat{g}_i$. Thus, by definition it contains also $\langle \hat{f}, \hat{g}_1, \ldots, \hat{g}_m | \text{span} \{\hat{g}_i\} \rangle$. 63
It follows that \( (\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span}\{\tilde{g}_i\})(\sigma(x)) = \sigma_*(\mathcal{R}^*_i + \Delta^*_{\text{MIX}})(x) \) for all \( x \) in a neighbourhood of \( x_0 \). Moreover, since \( (\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span}\{\tilde{g}_i\}) \) has constant dimension in a neighbourhood of \( \sigma(x_0) \), it is locally involutive and, thus, it is a local controllability distribution for \( (4.22) \). Since \( \mathcal{R}^*_i \subset \bigcap_{j \neq i} \mathcal{K}_j \), from proposition 3.1 it follows that \( (\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span}\{\tilde{g}_i\}) \) is contained in \( \bigcap_{j \neq i} \ker \{\tilde{d}\tilde{h}_j\} \). Moreover, it must be the maximal distribution with these properties. Indeed, since \( \Delta^*_{\text{MIX}} \) is locally controlled invariant and is contained in \( \bigcap_{j \neq i} \mathcal{K}_j \), we conclude that \( \Delta^*_{\text{MIX}} \subset V^*_i \), where \( V^*_i \) is the maximal locally controlled invariant distribution contained in \( \bigcap_{j \neq i} \mathcal{K}_j \). It follows from proposition A.8 of [40] that \( \sigma_*(V^*_i) \) is the maximal locally controlled invariant distribution contained in \( \bigcap_{j \neq i} \ker \{\tilde{d}\tilde{h}_j\} \). Since the feedback law (3.1), for which we obtain (3.8) from (1.1), renders locally invariant the distributions \( V^*_i, i = 1, \ldots, m \), under \( \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m \) (see [52], lemma 6.3.13 for a proof), also the distributions \( \sigma_*(V^*_i), i = 1, \ldots, m \), are locally invariant under \( \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m \). Thus, the maximal local controllability distribution contained in \( \sigma_*(V^*_i) \) (or, equivalently, in \( \bigcap_{j \neq i} \ker \{\tilde{d}\tilde{h}_j\} \)) is exactly \( (\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \sigma_*(V^*_i) \cap \text{span}\{\tilde{g}_1, \ldots, \tilde{g}_m\}) \). Our claim follows from the fact that \( \sigma_*(V^*_i) \cap \text{span}\{\tilde{g}_1, \ldots, \tilde{g}_m\} = \text{span}\{\tilde{g}_i\} \). The strong accessibility of \( (4.22) \) at \( \sigma(x_0) \) can be proved using arguments similar to those above. The fact that \( (4.22) \) has vector relative degree at \( \sigma(x_0) \) is an easy consequence of assumption (A1) and the fact that \( \Delta^*_{\text{MIX}} \subset \bigcap_{i=1}^m \mathcal{K}_i \). \( \square \)

Note that \( \tilde{\mathcal{R}}_i \) is not necessarily regularly computable at \( \sigma(x_0) \). However, as it will be clear later, the crucial fact for our proofs to hold is the fact that there must exist vector fields of the form

\[
\begin{bmatrix} g_{j_0}, \ldots, [g_{j_1}, \tilde{g}_i] \ldots \end{bmatrix},
\]

\( j_0, \ldots, j_1 \in \{0, \ldots, m\}, \tilde{g}_0 = \tilde{f}, \)

linearly independent at each point of a neighbourhood of \( \sigma(x_0) \) and spanning \( \tilde{\mathcal{R}}_i \).

We will proceed according to the following strategy. First, we define an extended system

\[
\begin{align*}
\dot{x} &= \tilde{f}(x) + \sum_{j=1}^m \tilde{g}_j(x)u_j, \\
\dot{w} &= w^w, \quad w \in \mathbb{R}^{m_w}, \\
y_i &= h_i(x), \quad i = 1, \ldots, m,
\end{align*}
\]

(4.24)

where \( \dot{x} = \tilde{f}(x) + \sum_{j=1}^m \tilde{g}_j(x)u_j \) is the system \( (4.22) \). The extended system has \( m + n_w \) inputs and \( m \) outputs. The introduction of the fictitious inputs \( u^w \) allows us to look at the problem of achieving noninteraction and stability for \( (4.22) \) via dynamic feedback as
the problem of achieving noninteraction and stability for (4.24) via static feedback laws
\[ u^e = \alpha^e(x^e) + \beta^e(x^e)v^e \]
with a particular structure (see section 2.1).

As a second step, we define for (4.24) \( m \) local controllability distributions \( \mathcal{R}^e_i, \) \( i = 1, \ldots, m, \) which assign at each \((x, w)\) a subspace of \( \bigcap_{j \neq i} \mathcal{K}_i(x) \oplus \mathbb{R}^{n_w}, \) \( i = 1, \ldots, m, \) respectively. Moreover, these distributions are locally involutive, linearly independent at each point of a neighbourhood of \( x_0^e \) (propositions 4.7 and 4.11 and remark 4.10) and locally compatible (proposition 4.12). Once we render \( \mathcal{R}^e_1, \ldots, \mathcal{R}^e_m, \) obtained from plugging into (4.24) this invertible static feedback law, we obtain noninteraction. However, the system \( \tilde{\Sigma}^e, \) obtained from NLSD, is not necessarily locally asymptotically stable in \( x_0^e. \) The crucial fact is that now the controllability distributions \( \mathcal{R}^e_1, \ldots, \mathcal{R}^e_m, \) unlike the distributions \( \mathcal{R}^*_1, \ldots, \mathcal{R}^*_m, \) are linearly independent at each \( x^e \) in a neighbourhood of \( x_0^e. \) In other words, the use of dynamic extension helps enlarge the state space so that to make enough room to “separate” each other the controllability distributions \( \mathcal{R}^e_1, \ldots, \mathcal{R}^e_m. \) Moreover, the definition of \( \mathcal{R}^e_i \) is such that all the properties of \( \mathcal{R}^*_i \) are inherited by \( \mathcal{R}^e_i. \) In particular, since each system (4.8) is locally asymptotically stabilizable at the origin via dynamic feedback, also each corresponding control system, described by the vector fields \( \tilde{f}|L^{\mathcal{R}^e_i}_{x_0^e} \) and \( \tilde{g}_i|L^{\mathcal{R}^e_i}_{x_0^e}, \) is locally asymptotically stabilizable at the origin via dynamic feedback (note that, in the linear case, this property is automatically guaranteed by the fact that \( \mathcal{R}^e_i \) is a controllability subspace). This property, together with the fact that (4.22) is strongly accessible at \( x_0 \) (lemma 4.6), ensures that \( \tilde{\Sigma}^e \) is locally asymptotically stabilizable at the origin of the state space without destroying the invariance property of the controllability distributions \( \mathcal{R}^e_1, \ldots, \mathcal{R}^e_m \) (proposition 4.16). This exactly amounts to solving NLSD.

Let us go through the technical details. If

\[
\begin{align*}
    w_i &= \begin{pmatrix} \lambda_i \\ \mu_i \end{pmatrix}, & w &= \begin{pmatrix} w_1 \\ \vdots \\ w_m \end{pmatrix}, \\
    \dim \lambda_i &= \dim x_i = n_i, & \dim \mu_i &= \dim x_{m+1, i} = n_0, & i = 1, \ldots, m, \\
    x^e &= \begin{pmatrix} x \\ w \end{pmatrix}, & u^e &= \begin{pmatrix} u \\ u^w \end{pmatrix}, \\
    f^e(x^e) &= \begin{pmatrix} \tilde{f}(x) \\ 0_{n^w \times 1} \end{pmatrix}, & g_i^e(x^e) &= \begin{pmatrix} \tilde{g}_i(x) \\ 0_{n^w \times 1} \end{pmatrix}, & g_{m+1}^e(x^e) &= \frac{\partial}{\partial w_i}, & i = 1, \ldots, m, \\
    G^e(x^e) &= \begin{pmatrix} g_1^e(x^e) & \ldots & g_{2m}^e(x^e) \end{pmatrix}, & h_i^e(x^e) &= h_i(x), & i = 1, \ldots, m,
\end{align*}
\]

we can rewrite (4.24) as

\[
\begin{align*}
    \dot{x}^e &= f^e(x^e) + G^e(x^e)u^e, \\
    y_i^e &= h_i^e(x^e), & i &= 1, \ldots, m.
\end{align*}
\]
Moreover,

\[ G_i^w = \text{span} \{ g_{m+i}^e \}, \ G^w = \sum_{i=1}^{m} G_i^w, \ G^e = \text{span} \{ G^e \}, \quad i = 1, \ldots, m. \]

Note that the dimension of the dynamic extension is \( \sum_{i=1}^{m} (n_i + n_0) = n + (m - 1)n_0 \). In section 2.3 this dimension has been taken equal to \( \sum_{i=1}^{m} s_i \), which is less than \( \sum_{i=1}^{m} (n_i + n_0) \), since \( \mathcal{R}_i^* \subset \mathcal{R}^* + \text{span}\{ \partial/\partial x_i \} \). In section 2.5, we shall give conditions under which the dimension of \( n^w \) can be reduced to \( \sum_{i=1}^{m} s_i \) or, better, to \( \sum_{i=2}^{m} \dim (\mathcal{R}_i^* \cap \sum_{j<i} \mathcal{R}_j^*) \).

Let \( s_i = \dim \mathcal{R}_i^* \) and choose vector fields \( X_{i1}, \ldots, X_{i s_i} \) of the form (4.23) such that \( \mathcal{R}_i^* = \text{span}\{ X_{ik} : k = 1, \ldots, s_i \} \) in a neighbourhood of \( x_0 \). By direct inspection, it is easy to realize that the vector fields \( X_{ik}, k = 1, \ldots, s_i \), have the following structure

\[
X_{ik}(x) = \begin{pmatrix}
0_{n_1 \times 1} \\
\vdots \\
0_{n_i-1 \times 1} \\
Y_{ik}(x_i) \\
0_{n_{i+1} \times 1} \\
\vdots \\
Z_{ik}(x)
\end{pmatrix}.
\] (4.26)

Let us define the following vector fields \( X_{ik}^e \in \mathbb{R}^{n+n^w} \)

\[
X_{ik}^e(x^e) = \begin{pmatrix}
X_{ik}(x) \\
0_{(n_1+n_0) \times 1} \\
\vdots \\
X_{ik}^e(x_i, \mu_i) \\
0_{(n_{i+1}+n_0) \times 1} \\
\vdots \\
0_{(n_{m}+n_0) \times 1}
\end{pmatrix}, \quad i = 1, \ldots, m, \ k = 1, \ldots, s_i,
\] (4.27)

where

\[
X_{ik}^e(x_i, \mu_i) = \begin{pmatrix} Y_{ik}(x_i) \\ Z_{ik}(x) \end{pmatrix} \bigg|_{x_j=0 \text{ for } j \notin \{i, (m+1, 1)\}} \bigg|_{x_{m+1, 1}=\mu_i}
\]

and, correspondingly, define the following distributions

\[
\mathcal{R}_i^e = \text{span}\{ X_{ik}^e : 1 \leq k \leq s_i \}, \quad i = 1, \ldots, m.
\] (4.28)

The key properties of the distributions \( \mathcal{R}_1^e, \ldots, \mathcal{R}_m^e \) are summed up in the following proposition.
Proposition 4.7. The distributions $\mathcal{R}_i^e$, $i = 1, \ldots, m$, have constant dimension $s_i$ in a neighbourhood of $x_0^e$, are linearly independent at each $x^e$ of a neighbourhood of $x_0^e$, locally controlled invariant for (4.25) and contained, respectively, in $\bigcap_{j \neq i} \ker \{ dh_j^e \}$, $i = 1, \ldots, m$. \( \Box \)

Proof. The dimension of $\mathcal{R}_i^e$ follows directly from the fact that the first $n$ components of $X^e_{ik}(x^e)$ are equal to those of $X_{ik}(x)$.

Moreover, the distributions $\mathcal{R}_1^e, \ldots, \mathcal{R}_m^e$ are linearly independent at each $x^e$ in a neighbourhood of $x_0^e$ or, equivalently, $\mathcal{R}_i^e \cap \sum_{j \neq i} \mathcal{R}_j^e = 0$ in a neighbourhood of $x_0^e$ and for $i = 1, \ldots, m$. Indeed, if this were not true, there would exist in each neighbourhood of $x_0^e$ a point $\bar{x}^e$ such that the matrix $(X^e_{11}(\bar{x}^e) \cdots X^e_{is_i}(\bar{x}^e))$ has rank strictly less than $s_i$. Clearly, this would contradict the linear independence of the vector fields $X_{i1}, \ldots, X_{is_i}$ at each $x$ of a neighbourhood of $x_0$.

The distributions $\mathcal{R}_1^e, \ldots, \mathcal{R}_m^e$ are also locally controlled invariant for (4.25), since

\[
[f^e, \mathcal{R}_i^e] \subset [\tilde{f}, \mathcal{R}_i^e] + \mathcal{G}^w \subset \mathcal{R}_i^e + \mathcal{G}^w, \\
[g^e_j, \mathcal{R}_i^e] \subset \tilde{[g_j]} \subset \mathcal{R}_i^e + \mathcal{G}^w, \quad j = 1, \ldots, m, \\
[g^e_{m+j}, \mathcal{R}_i^e] \subset [\frac{\partial}{\partial w_j}, \mathcal{R}_i^e] + \mathcal{G}^w \subset \mathcal{R}_i^e + \mathcal{G}^w, \quad j = 1, \ldots, m
\]

(here, the distributions $\mathcal{R}_i^e$, $[\tilde{f}, \mathcal{R}_i^e]$ and $\tilde{[g_j]}$ are thought of as defined in a neighbourhood of $x_0$). Moreover, they are contained in $\bigcap_{j \neq i} \ker \{ dh_j^e \}$, since $\mathcal{R}_i^e \subset \bigcap_{j \neq i} \ker \{ dh_j \}$.

Finally, we prove that $\mathcal{R}_i^e$ is locally involutive. For, since $\mathcal{R}_i^e$ is locally involutive, we have for all $x$ in a neighbourhood of $x_0$

\[
[X_{ik}, X_{ih}](x) = \sum_{t=1}^{s_i} c_{ikt}(x) X_{it}(x), \quad (4.29)
\]

where the $c_{ikt}$'s are unique smooth real–valued functions. We claim that these functions depend only on $x_i$. Indeed, since $\Delta^{\ast}_{\text{MIX}} = 0$ implies that $[X_{ik}, X_{jr}](x) = 0$ for $j \neq i$, for all vector fields $X_{ik}$ of the form (4.23) and for all $x$ in a neighbourhood of $x_0$, from (4.29) we obtain

\[
0 = [[X_{ik}, X_{ih}], X_{jr}](x) = \sum_{t=1}^{s_i} (-L_{X_{jr}} c_{ikt}(x)) X_{it}(x), \quad j \neq i,
\]

for all $x$ in a neighbourhood of $x_0$. Since the vector fields $X_{i1}, \ldots, X_{is_i}$ are linearly independent at each $x$ of a neighbourhood of $x_0$, it follows that $L_{X_{jr}} c_{ikt}(x) = 0$ for $j \neq i$ and for all $x$ in a neighbourhood of $x_0$, which, together with the fact that $\sum_{j \neq i} \mathcal{R}_j^e = \text{span}\{\partial/\partial x_j :
\( j \neq i \), proves our claim. Note that \([X_{ik}, X_{ih}](x)\) is of the form

\[
[X_{ik}, X_{ih}](x) = \begin{pmatrix}
0_{n_1 \times 1} \\
\vdots \\
0_{n_{i-1} \times 1} \\
Y_{ikh}(x_i) \\
0_{n_{i+1} \times 1} \\
\vdots \\
Z_{ikh}(x) 
\end{pmatrix}.
\]

If we define

\[
[X_{ik}, X_{ih}]^*(x_i, \mu_i) = \begin{pmatrix}
Y_{ikh}(x_i) \\
Z_{ikh}(x)
\end{pmatrix}
\]

it can be easily seen by straightforward computations that

\[
[X_{ik}, X_{ih}]^*(x_i, \mu_i) = [X_{ik}^*, X_{ih}^*](x_i, \mu_i).
\]

This, together with (4.29), implies that \([X_{ik}, X_{ih}]^*(x_i, \mu_i) = \sum_{t=1}^{s_i} c_{ikht}(x_i) X_{it}^e(x_i, \mu_i)\). Thus, for all \(x^e\) in a neighbourhood of \(x_0^e\)

\[
[X_{ik}^e, X_{ih}^e](x^e) = \begin{pmatrix}
[X_{ik}, X_{ih}](x) \\
0_{(n_1+n_0) \times 1} \\
\vdots \\
0_{(n_{i-1}+n_0) \times 1} \\
[X_{ik}^*, X_{ih}^*](x_i, \mu_i) \\
0_{(n_{i+1}+n_0) \times 1} \\
\vdots \\
0_{(n_m+n_0) \times 1}
\end{pmatrix} = \sum_{t=1}^{s_i} c_{ikht}(x_i) X_{it}^e(x^e),
\]

which proves that \(\mathcal{R}_i^e\) is locally involutive.

\[\square\]

**Remark 4.8.** In the case of linear systems, since the vector fields \(X_{ik}^e\) are constant, the distribution \(\mathcal{R}_i^e\) is trivially involutive.

\[\square\]

**Remark 4.9.** The distribution \(\mathcal{R}_i^e\) does not depend on the choice of the vector fields \(X_{ik}, k = 1, \ldots, s_i\). Indeed, let \(X_{ik}, k = 1, \ldots, s_i\), and \(X'_{ik}, k = 1, \ldots, s_i\), be two such choices. Moreover, let \(X_{ik}^e, k = 1, \ldots, s_i\), and \((X'_{ik})^e, k = 1, \ldots, s_i\), be the corresponding vector fields defined as in (4.27) and \(\mathcal{R}_i^e\) and \((\mathcal{R}_i')^e\) be the corresponding distributions defined as in (4.28). We will prove first that \(\mathcal{R}_i^e \subset (\mathcal{R}_i')^e\). Similarly to (4.29), we obtain

\[
X_{ik}(x) = \sum_{r=1}^{s_i} c_{ikr}(x) X_{ir}^e(x),
\]

where the \(c_{ikr}\)'s are unique smooth functions of their
arguments and depend only on \( x_i \). It follows that \( X_{ik}^*(x_i, \mu_i) = \sum_{r=1}^{s_i} c_{ikr}(x_i)(X_{ir})^*(x_i, \mu_i) \), where \((X_{ir})^*(x_i, \mu_i)\) is defined as in (4.27) but with \( X_{ik}(x) \) replaced by \( X_{ik}'(x) \). As a consequence, \( X_{ik}^e(x^e) = \sum_{r=1}^{s_i} c_{ikr}(x_i)(X_{ir}'^e)(x^e) \), which implies \( R_i^e \subset (R_i')^e \). Similarly, we prove the opposite inclusion. The fact that \( R_i^e \) does not depend on the choice of \( X_{ik}, k = 1, \ldots, s_i \), allows us to assume \( X_{i1}(x) = \tilde{g}_i(x) \), \( i = 1, \ldots, m \).

Remark 4.10. It can be shown that, if \( R_i^e \) is regularly computable at \( x_0 \) (see remarks immediately after the proof of lemma 4.6), \( R_i^e \) is a local controllability distribution for (4.25). Indeed, since \( R_i^e \) is regularly computable at \( x_0 \), it follows that for the sequence

\[
\mathcal{R}_{i0} = R_i^e \cap \mathcal{G} = \text{span}\{\tilde{g}_i\},
\]

\[
\mathcal{R}_{ik} = R_i^e \cap ([\tilde{f}, R_i, k-1] + \sum_{j=1}^{m} [g_j, R_i, k-1] + \mathcal{G}) + R_{i,k-1} =
\]

\[
= [\tilde{f}, R_i, k-1] + \sum_{j=1}^{m} [g_j, R_i, k-1] + R_{i,k-1},
\]

there exists \( k^*_i \) such that \( R_{ik^*_i} = R_{i,k^*_i+1} = R_i^e \) and each distribution \( R_{ik} \) has constant dimension in a neighbourhood of \( x_0 \). Consider now the sequence

\[
\mathcal{R}_{i0}^e = R_i^e \cap \mathcal{G}^e,
\]

\[
\mathcal{R}_{ik}^e = R_i^e \cap ([f^e, R_i^e, k-1] + \sum_{j=1}^{2m} [g_j^e, R_i^e, k-1] + \mathcal{G}^e) + R_{i,k-1}^e.
\]

Since \( R_i^e \) is locally controlled invariant for (4.25) and involutive, it is also a local controllability distribution for (4.25) if we show that for the above sequence there exists \( h^*_i \) such that \( R_{ih^*_i} = R_{i,h^*_i+1} = R_i^e \) (see [55], lemma 6.4.4). For, note that \( R_i^e \cap \mathcal{G}^e = \text{span}\{X_{i1}\} \). Indeed, by construction \( R_i^e \cap \mathcal{G}^e = 0 \) in a neighbourhood of \( x_0^e \), since otherwise the vector fields \( X_{ik}, k = 1, \ldots, s_i \), would not be linearly independent at each \( x \) in a neighbourhood of \( x_0 \). This, together with \( R_i^e \cap \mathcal{G} = \text{span}\{X_{i1}\} \) (see remark 4.9), proves that \( R_i^e \cap \mathcal{G}^e = \text{span}\{X_{i1}\} \).

The distributions \( R_{ik}, k \geq 0 \), have constant dimension in a neighbourhood of \( x_0 \) and, thus, are spanned by the vector fields of the form (4.23). Moreover, \( R_{i0}^e = R_i^e \cap \mathcal{G}^e = \text{span}\{X_{i1}\} \) and \( \dim R_{i0}^e(x^e) = 1 = \dim R_{i0}(x) \). Suppose that for some \( k > 0 \) the distributions \( R_{ik} \) and \( R_{ik}^e \) have constant dimension equal to \( s_{ik} \) in a neighbourhood of \( x_0 \) and \( x_0^e \), respectively, and \( R_{ik}^e = \text{span}\{X_{i1}^e, \ldots, X_{is_{ik}}^e\} \) in a neighbourhood of \( x_0^e \), where \( X_{i1}^e, \ldots, X_{is_{ik}}^e \) are defined as in (4.27) with \( X_{i1}, \ldots, X_{is_{ik}} \) vector fields of the form (4.23).
such that $\mathcal{R}_{ik} = \text{span} \{X_{i1}, \ldots, X_{si_k}\}$ in a neighbourhood of $x_0$. By induction hypothesis,

$$
\mathcal{R}_{i,k+1}^e = \mathcal{R}_{i,k}^e \cap ([f^e, \mathcal{R}_{ik}] + \sum_{j=1}^{2m} [g^e_j, \mathcal{R}_{ik}] + \mathcal{G}^e) + \mathcal{R}_{ik}^e = \\
= \mathcal{R}_{i,k}^e \cap (\text{span}([f^e, X_{ih}^e], [g^e_j, X_{ih}^e] : j = 1, \ldots, m, h = 1, \ldots, s_{i_k}) + \mathcal{G}^e) + \mathcal{R}_{ik}^e = \\
= \mathcal{R}_{i,k}^e \cap (\text{span}([\tilde{f}, X_{ih}^e], [\tilde{g}_j, X_{ih}^e] : j = 1, \ldots, m, h = 1, \ldots, s_{i_k}) + \mathcal{G}^e) + \mathcal{R}_{ik}^e,
$$

(4.30)

where $[\tilde{f}, X_{ik}]^e(x^e)$ and $[\tilde{g}_j, X_{ik}]^e(x^e)$ are defined as in (4.27) but replacing $X_{ik}(x)$ with $[\tilde{f}, X_{ik}](x)$ and $[\tilde{g}_j, X_{ik}](x)$, respectively. Since by construction $[\tilde{f}, X_{ik}]^e \in \mathcal{R}_{i,k}^e$, $[\tilde{g}_j, X_{ik}]^e \in \mathcal{R}_{i,k}^e$ and $\mathcal{R}_{i,k}^e \cap \mathcal{G}^w = 0$, it follows from (4.30) that

$$
\mathcal{R}_{i,k+1}^e = \text{span} \{[\tilde{f}, X_{ih}^e], [\tilde{g}_j, X_{ih}^e] : j = 1, \ldots, m, h = 1, \ldots, s_{i_k}\} + \mathcal{R}_{ik}^e.
$$

By construction, there exist $s_{i,k+1} \geq s_{i_k}$ vector fields in the set $\{[\tilde{f}, X_{ih}^e], [\tilde{g}_j, X_{ih}^e], X_{ih}^e : j = 1, \ldots, m, h = 1, \ldots, s_{i_k}\}$, which are linearly independent for all $x^e$ in a neighbourhood of $x_0^e$, if and only if the corresponding projected vector fields in the set $\{[\tilde{f}, X_{ih}], [\tilde{g}_j, X_{ih}], X_{ih} : j = 1, \ldots, m, h = 1, \ldots, s_{i_k}\}$ are linearly independent for all $x$ in a neighbourhood of $x_0$.

Thus, $\mathcal{R}_{i,k+1}$ and $\mathcal{R}_{i,k+1}^e$ have constant dimension equal to $s_{i,k+1} \geq s_{i_k}$ in a neighbourhood of $x_0$ and $x_0^e$, respectively, and $\mathcal{R}_{i,k+1}^e = \text{span} \{X_{ih}^e : h = 1, \ldots, s_{i,k+1}\}$ in a neighbourhood of $x_0^e$, where $X_{ih}^e$ are defined as in (4.27) with $X_{i1}, \ldots, X_{i_s}, k+1$ vector fields of the form (4.23) such that $\mathcal{R}_{i,k+1} = \text{span} \{X_{ih} : h = 1, \ldots, s_{i,k+1}\}$ in a neighbourhood of $x_0$. This completes by induction our proof.

If the distributions $\sum_{j \neq i} \mathcal{R}_{j}^e$ are regularly computable at $x_0$, then, by an induction argument similar to the one above, it can be shown that also the distributions $\sum_{j \neq i} \mathcal{R}_{j}^e$, $i = 1, \ldots, m$, are local controllability distributions for (4.25).

The following proposition is a consequence of the structure of the vector fields $X_{ik}^e$, $k = 1, \ldots, s_i$.

**Proposition 4.11.** The distributions $\sum_{j \in I} \mathcal{R}_{j}^e$, $I \subset \{1, \ldots, m\}$, are locally controlled invariant distributions for (4.25).
As we will show in a moment, the distributions $R_1^e, \ldots, R_m^e$ are locally compatible, i.e. there exists a feedback law $u^e = \alpha^e(x^e) + \sum_{j=1}^{2m} \beta_j^e(x^e) v_j^e$, defined in a neighbourhood of $x_0^e$ and such that $[f^e + G^e \alpha^e, R_i^e] \subset R_i^e$ and $[G^e \beta_j^e, R_i^e] \subset R_i^e$ for $i = 1, \ldots, m$ and $j = 1, \ldots, 2m$. Moreover, this feedback law is invertible.

Proposition 4.12. There exists an invertible feedback law $u^e = \alpha^e(x^e) + \sum_{j=1}^{2m} \beta_j^e(x^e) v_j^e$, $\alpha^e(x_0^e) = 0$, defined in a neighbourhood of $x_0^e$ and such that

$$[f^e + G^e \alpha^e, R_i^e] \subset R_i^e,$$

$$[G^e \beta_j^e, R_i^e] \subset R_i^e, \quad j = 1, \ldots, 2m, \quad (4.31) \quad (4.32)$$

and $G^e \beta_i = X_{i1}^e$ for $i = 1, \ldots, m$. □

Before proving the above proposition, we need the following result.

Lemma 4.13. Let $U$ and $V$ be, respectively, open sets of $\mathbb{R}^n$ and $\mathbb{R}^q$ and $S$ be an involutive distribution, defined on $U$ and spanned by some vector fields $X_1, \ldots, X_s$, linearly independent at each $x \in U$. Let $c_{hk}^t$ be smooth real–valued functions, defined on $U$, such that $[X_k, X_h](x) = \sum_{i=1}^s c_{hk}^t(x) X_i(x)$. Moreover, let $\Gamma_1, \ldots, \Gamma_s$ be smooth functions $\Gamma_i : U \to \mathbb{R}^{q \times q}$. Given the set of partial differential equations

$$L_{X_k} \alpha(x) = \Gamma_k(x) \alpha(x), \quad k = 1, \ldots, s, \quad (4.33)$$

with $\alpha : U \to V$, and given $x_0 \in U$, there exists a neighbourhood $U_0 \subset U$ of $x_0$ and a smooth function $\alpha : U_0 \to V$, which satisfies (4.33) if only if

$$\Gamma_k(x) \Gamma_h(x) - \Gamma_h(x) \Gamma_k(x) + L_{X_k} \Gamma_h(x) - L_{X_h} \Gamma_k(x) = \sum_{t=1}^s c_{hk}^t(x) \Gamma_t(x)$$

for all $x \in U$. Moreover, given a submanifold $M \subset \mathbb{R}^n$, complementary to $L^S_{x_0}$ and passing through $x_0$, $\alpha(x)$ can be uniquely chosen in such a way to coincide on $M \cap U$ with a given function $\bar{\alpha}(x)$. □

Proof. We can follow the proof of theorem 6.2.3 ([55]), if we define $\Delta$ as the distribution which assigns at each $(x, y) \in U \times V$ the subspace generated by the vectors

$$\begin{pmatrix} X_1(x) \\ \Gamma_1(x)y \end{pmatrix}, \ldots, \begin{pmatrix} X_s(x) \\ \Gamma_s(x)y \end{pmatrix}. \quad \Box$$
Proof (of proposition 4.12). Let \( [\tilde{f}, X_{ik}]^e(x^e) \) be defined as in (4.27) with \( X_{ik}(x) \) replaced by \( [\tilde{f}, X_{ik}](x) \). Since \( [\tilde{f}, X_{ik}] \in \mathcal{R}_i^e \), we can write

\[
[f^e, X^e_{ik}](x^e) = [\tilde{f}, X_{ik}]^e(x^e) + g^e_{m+i}(x^e)c_{ik}(x^e),
\]

where the \( c_{ik} \)'s are unique smooth functions \( c_{ik} : U^e \to \mathbb{R}^{m+n_0} \), \( U^e \) a neighbourhood of \( x_0^e \). By using the same arguments as in proposition 4.7, it can be easily shown that \( [\tilde{f}, X_{ik}]^e \in \mathcal{R}_i^e \). Since for any smooth functions \( \alpha_{m+1}(x^e), \ldots, \alpha_{2m}(x^e) \) we have

\[
[f^e + \sum_{j=m+1}^{2m} g_j^e \alpha_j^e, X^e_{ik}](x^e) = g^e_{m+i}(x^e)(c_{ik}(x^e) - L_{X_{ik}} \alpha_i^e(x^e) + \gamma_{ik}(x^e)\alpha_i^e(x^e)) + \sum_{j \neq i} g^e_{m+j}(x^e)L_{X_{ik}} \alpha_j^e(x^e) + [\tilde{f}, X_{ik}]^e(x^e),
\]

where \( \gamma_{ik}(x^e) \) is the \((n_i + n_0) \times (n_i + n_0)\) matrix, defined in a neighbourhood of \( x_0^e \) and with smooth entries, such that

\[
[g^e_{m+i}, X^e_{ik}](x^e) = g^e_{m+i}(x^e)\gamma_{ik}(x^e),
\]

in order to satisfy (4.31) it suffices to solve the following set of partial differential equations

\[
L_{X_{jh}} \alpha_i^e(x^e) = 0, \quad j \neq i, \tag{4.36}
\]

\[
L_{X_{ik}} \alpha_i^e(x^e) = c_{ik}(x^e) + \gamma_{ik}(x^e)\alpha_i(x^e), \tag{4.37}
\]

or, equivalently,

\[
L_{X_{jh}} \left( \begin{array}{c} \alpha_i^e(x^e) \\ \alpha_{2m+1}^e(x^e) \end{array} \right) = \Gamma_{jh}(x^e) \left( \begin{array}{c} \alpha_i^e(x^e) \\ \alpha_{2m+1}^e(x^e) \end{array} \right), \tag{4.38}
\]

where

\[
\Gamma_{jh}(x^e) = \begin{cases} 
\gamma_{jh}(x^e) & \text{if } j = i, \\
0 & \text{otherwise,}
\end{cases}
\]

and \( \alpha_{2m+1}^e(x^e) \equiv 1 \) for all \( x^e \) in a neighbourhood of \( x_0^e \). The \textit{fictitious} function \( \alpha_{2m+1}^e \) has been introduced in order to write the set of partial differential equations (4.36) and (4.37) in the form (4.38). From lemma 4.13 with \( S = \sum_{j=1}^m \mathcal{R}_j^e \), it follows that (4.38) is solvable if and only if

\[
\Gamma_{ik}(x^e)\Gamma_{jh}(x^e) - \Gamma_{jh}(x^e)\Gamma_{ik}(x^e) + L_{X_{jh}} \Gamma_i(x^e) - L_{X_{ik}} \Gamma_{jh}(x^e) = \sum_{t=1}^s \nu_{ihkt}(x^e)\Gamma_{it}(x^e)
\]

\[
= \begin{cases} 
\nu_{ihkt}(x^e) & \text{if } j = i, \\
0 & \text{else,}
\end{cases}
\]
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where the $\nu_{ihkt}$’s are the smooth real–valued functions, defined in a neighbourhood of $x_0^e$ and such that $[X_{ih}, X_{ik}](x^e) = \sum_{t=1}^{s_i} \nu_{ihkt}(x^e) X_{it}(x^e)$. Using (4.39), (4.40) boils down to

\begin{align}
L_{X_{jh}^e} \gamma_{ik}(x^e) &= 0, \quad j \neq i, \\
L_{X_{jh}^e} c_{ik}(x^e) &= 0, \quad j \neq i,
\end{align}

and

\begin{align}
\sum_{t=1}^{s_i} \nu_{ihkt}(x^e) \gamma_{it}(x^e) &= \gamma_{ik}(x^e) \gamma_{ih}(x^e) - \gamma_{ih}(x^e) \gamma_{ik}(x^e) + L_{X_{ih}^e} \gamma_{ik}(x^e) - L_{X_{ih}^e} \gamma_{ih}(x^e), \\
\sum_{t=1}^{s_i} \nu_{ihkt}(x^e) c_{it}(x^e) &= \gamma_{ik}(x^e) c_{ih}(x^e) - \gamma_{ih}(x^e) c_{ik}(x^e) + L_{X_{ih}^e} c_{ik}(x^e) - L_{X_{ih}^e} c_{ih}(x^e).
\end{align}

Note that $\gamma_{ik}$ and $c_{ik}$, since functions of $x_i$ and $\mu_i$ only, clearly satisfy (4.41) and (4.42). On the other hand, the equalities (4.43) and (4.44) can be deduced from the following Jacobi identities

\begin{align}
-[[f^e, X_{ik}^e], X_{ih}^e](x^e) + [[f^e, X_{ih}^e], X_{ik}^e](x^e) - [f^e, [X_{ih}^e, X_{ik}^e]](x^e) &= 0, \\
-[[g_{m+q}^e, X_{ik}^e], X_{ih}^e](x^e) + [[g_{m+q}^e, X_{ih}^e], X_{ik}^e](x^e) - [g_{m+q}^e, [X_{ih}^e, X_{ik}^e]](x^e) &= 0.
\end{align}

for $i, q = 1, \ldots, m$ and for all $x^e$ in a neighbourhood of $x_0^e$. Indeed, from (4.45) and (4.35) we obtain

\begin{align}
-[[f^e, X_{ik}^e], X_{ih}^e](x^e) + [[f^e, X_{ih}^e], X_{ik}^e](x^e) - [f^e, [X_{ih}^e, X_{ik}^e]](x^e) &= -[[\tilde{f}, X_{ik}^e], X_{ih}^e](x^e) + g^e_{m+i}(x^e)(\gamma_{ih}(x^e)c_{ik}(x^e) - L_{X_{ih}^e} c_{ik}(x^e)) + [[\tilde{f}, X_{ih}^e], X_{ik}^e](x^e) + \\
+ g^e_{m+i}(x^e)(\gamma_{ih}(x^e)c_{ih}(x^e) - L_{X_{ih}^e} c_{ih}(x^e)) + \sum_{t=1}^{s_i} (L_{f^e} \nu_{ihkt}(x^e)) X_{it}^e(x^e) + \\
- \sum_{t=1}^{s_i} \nu_{ihkt}(x^e)[\tilde{f}, X_{it}^e](x^e) - \sum_{t=1}^{s_i} \nu_{ihkt}(x^e) g^e_{m+t}(x^e) c_{it}(x^e),
\end{align}

for all $x^e$ in a neighbourhood of $x_0^e$, which, since $-[[\tilde{f}, X_{ik}^e], X_{ih}^e] + [[\tilde{f}, X_{ih}^e], X_{ik}^e]$ and $[\tilde{f}, X_{it}^e]$ are vector fields of $R_i^e$ and $R_i^e \cap G_i^w = 0$, implies (4.44). Similarly, (4.43) follows from (4.46) with $i = q$. Moreover, from lemma 4.13, a smooth real–valued function $\alpha_x^e(x)$, which satisfies (4.36) and (4.37), can be also chosen in such a way that $\alpha_x^e(x_0^e) = 0$. 
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Reasoning as above, we can also show that there exist \((n_i + n_0) \times (n_i + n_0)\) matrices \(\beta^1_i(x^e)\), \(i = 1, \ldots, m\), defined in a neighbourhood of \(x_0^e\) and with smooth entries, such that

\[
\begin{align*}
L_{x^e} \beta^1_i(x^e) &= \gamma_{ik}(x^e)\beta^1_i(x^e), \quad (4.47) \\
L_{x^e} \beta^1_i(x^e) &= 0, \quad j \neq i, \quad (4.48)
\end{align*}
\]

and \(\beta^1_i(x^e) = I_{(n_i + n_0) \times (n_i + n_0)}\). With this choice, \(\beta^1_i(x^e)\) is invertible for all \(x^e\) in a neighbourhood of \(x_0^e\), since it is solution of a set of partial differential equations. But, if \(\beta^1_i\) satisfies (4.47) and (4.48), then it satisfies also

\[
[g^e_{m+i}, X^e_{j}] (x^e) = 0
\]

for \(i, j = 1, \ldots, m\) and for all \(x^e\) in a neighbourhood of \(x_0^e\), which implies \([g^e_{m+i}, R^e_j] \subset R^e_j\) for \(j, i = 1, \ldots, m\) and for all \(x^e\) in a neighbourhood of \(x_0^e\). Finally, if we define \(\beta^e_i(x^e)\), \(i = 1, \ldots, m\), in such a way that

\[
G^e \beta^e_i(x^e) = X^e_{i1}(x^e),
\]

clearly it follows that \([g^e \beta^e_i, R^e_j] \subset R^e_j\) for \(i, j = 1, \ldots, m\). The feedback law \(u^e = \alpha^e(x^e) + \sum_{j=1}^{2m} \beta^e_j(x^e)v^e_j\), with

\[
\begin{align*}
\alpha^e(x^e) &= \begin{pmatrix} 0_{m \times 1} \\
\alpha^e_1(x) \\
\vdots \end{pmatrix} \\
\beta^e_j(x^e) &= \begin{pmatrix} 0_{m \times (n_j + n_0)} \\
0_{(n_i + n_0) \times (n_j + n_0)} \\
\vdots \\
0_{(n_{j-1} + n_0) \times (n_j + n_0)} \\
\beta^e_j(x^e) \\
0_{(n_{j+1} + n_0) \times (n_j + n_0)} \\
\vdots \\
0_{(n_m + n_0) \times (n_i + n_0)} 
\end{pmatrix}, \quad j = m + 1, \ldots, 2m,
\end{align*}
\]

and \(\beta^e_j, j = 1, \ldots, m\), chosen as above, is an invertible feedback law satisfying (4.31) and (4.32) and \(G^e \beta^e_i(x^e) = X^e_{i1}(x^e)\) for \(i = 1, \ldots, m\) and for all \(x^e\) in a neighbourhood of \(x_0^e\).

Remark 4.14. From the proof of proposition 4.12, it follows that to find the feedback law \(u^e = \alpha^e(x^e) + \sum_{j=1}^{2m} \beta^e_j(x^e)v^e_j\) we have to solve a set of partial differential equations. However,
we can avoid solving at least (4.36) and (4.37). Indeed, as it can be directly checked, a very simple expression of $\alpha^e_i(x^e)$ is given by

$$\alpha^e_i(x^e) = \begin{pmatrix} \tilde{f}_i(x) \\ \tilde{f}_{m+1,1}(0, \ldots, 0, x_i, 0, \ldots, 0, x_{m+1,1}) \end{pmatrix} \bigg|_{x_j=0 \text{ for } j \notin \{i,(m+1,1)\} : x_{m+1,1}=\mu_i}.$$ 

Moreover, let us denote by $\tilde{g}_{m+i}^e(x^e)$ the last $n_0$ columns of $g_{m+i}^e(x^e)$ and by $\tilde{\gamma}_{ik}^e(x^e)$ the $n_0 \times n_0$ matrix, defined in a neighbourhood of $x_0^e$ and with smooth entries, such that

$$[\tilde{g}_{m+i}^e, X_{ik}^e](x^e) = \tilde{g}_{m+i}^e(x^e)\tilde{\gamma}_{ik}^e(x^e).$$

Moreover, let $\beta^2_i(x^e)$ be the $n_0 \times n_0$ matrix, defined in a neighbourhood of $x_0^e$ and with smooth entries, such that

$$L_{X_{ik}^e} \beta^2_i(x^e) = \tilde{\gamma}_{ik}^e(x^e)\beta_i^2(x^e),$$

and $\beta_i^2(x^e) = I_{n_0 \times n_0}$. As it can be easily checked, the matrix $\beta_i^1(x^e)$, which satisfies (4.47) and (4.48), can be chosen with the following form

$$\beta_i^1(x^e) = \begin{pmatrix} I_{n_i \times n_i} & 0_{n_i \times n_0} \\ 0_{n_0 \times n_i} & \beta_i^2(x^e) \end{pmatrix}.$$ 

Thus, the number of partial differential equations to be solved is reduced to $n_0^2(\sum_{j=1}^m s_j)$. In chapter 3, a method, based on the theory of parallel transport of vector fields, will be used to avoid solving partial differential equations. This approach allows also to obtain feedback laws satisfying (4.31) and (4.32) and defined on $\mathcal{R}^n$. 

\begin{remark}
If $u^e = \alpha^e(x^e) + \sum_{j=1}^{2m} \beta_j^e(x^e)v_j^e$ is chosen as in the proof of proposition 4.12, then we have

$$\begin{align*}
\tilde{f}^e(x^e) &= \begin{pmatrix} \tilde{f}(x) \\ 0_{n^w \times 1} \end{pmatrix} + \tilde{X}(x^e), \quad \tilde{X} \in \mathcal{G}^w, \\
\tilde{g}_j^e(x^e) &= \begin{pmatrix} \tilde{g}_j(x) \\ 0_{n^w \times 1} \end{pmatrix} + \tilde{Y}(x^e), \quad \tilde{Y} \in \mathcal{G}^w, \quad j = 1, \ldots, m.
\end{align*} \tag{4.49}$$

As a consequence

$$\begin{align*}
\pi_{x^e}^*(\tilde{f}^e(x^e)) &= \tilde{f}(\pi(x^e)), \\
\pi_{x^e}^*(\tilde{g}_j^e(x^e)) &= \tilde{g}_j(\pi(x^e)), \quad j = 1, \ldots, m,
\end{align*}$$

for all $x^e$ in a neighbourhood of $x_0^e$. \hfill \Box
\end{remark}
Let \( \tilde{f}^e = f + G^e \alpha^e \) and \( \tilde{g}_j^e = G^e \beta_j^e, j = 1, \ldots, 2m \), be as in the proof of proposition 4.12. We have in a neighbourhood of \( x_0^e \)

\[
\begin{align*}
[f^e, R_i^e] &\subset R_i^e, \\
[g_j^e, R_i^e] &\subset R_i^e, \quad j = 1, \ldots, 2m, \\
\text{span}\{\tilde{g}_i^e\} &\subset R_i^e \cap G^e, \\
R_i^e &\subset \bigcap_{j \neq i} K_j^e.
\end{align*}
\] (4.50)

More strongly, \( R_i^e = \langle f^e, \tilde{g}_1^e, \ldots, \tilde{g}_m^e | \text{span}\{\tilde{g}_i^e\} \rangle \) in a neighbourhood of \( x_0^e \). Indeed, since \( R_i^e \) is a local controllability distribution for (4.52), from (4.50) it follows that

\[
R_i^e = \langle f^e, \tilde{g}_1^e, \ldots, \tilde{g}_m^e | \text{span}\{\tilde{g}_i^e\} \rangle
\]

in a neighbourhood of \( x_0^e \). But, as it results from the proof of proposition 4.12, \( [g_j^e, X_{ik}^e](x^e) = 0 \) for \( j = m + 1, \ldots, 2m \), for all \( x^e \) in a neighbourhood of \( x_0^e \) and for any vector field \( X_{ik}^e \) of the form (4.23), which proves our thesis. As a consequence, the system

\[
\begin{align*}
\dot{x}^e &= \tilde{f}^e(x^e) + \sum_{j=1}^{2m} \tilde{g}_j^e(x^e)v_j^e, \\
y_i &= h_i^e(x^e), \quad i = 1, \ldots, m,
\end{align*}
\] (4.51)

is noninteractive and has vector relative degree at \( x_0^e \) when \( v_j^e = 0 \) for \( j = m + 1, \ldots, 2m \).

Now, we will show that (4.51) can be locally asymptotically stabilized at the origin via dynamic feedback, without destroying the above properties. As expected, this proves that the local asymptotic stability of (4.7) and the local asymptotic stabilizability of each system (4.8) is sufficient for solving NLSD.

**Proposition 4.16.** There exists a feedback law

\[
\begin{align*}
v_i^e &= \varphi_i^e(x^e, \eta_i^e) + v_i, \quad i = 1, \ldots, m, \\
\dot{\eta}_i^e &= \psi_i^e(x^e, \eta_i^e), \quad i = 1, \ldots, m, \\
v_i^e &= \varphi_i^e(x^e), \quad i = m + 1, \ldots, 2m,
\end{align*}
\] (4.52)

such that the system (4.51)–(4.52) resulting from (4.51), is locally asymptotically stable at the origin of the state space, noninteractive and has vector relative degree at the origin of the state space. \( \blacksquare \)
Proof. First, there exists a change of coordinates \( z^e(x^e) = (z_1^e)^T \cdots (z_{m+1}^e)^T \), \( z^e(x_0^e) = 0 \), defined in a neighbourhood of \( x_0^e \) and such that (4.51) is expressed in these coordinates by

\[
\begin{align*}
\dot{z}_i^e &= \tilde{f}_i^e(z_i^e, z_{m+1}^e) + \tilde{g}_{ii}^e(z_i^e, z_{m+1}^e)v_i^e + \sum_{j=m+1}^{2m} \tilde{g}_{ij}^e(z_i^e, z_{m+1}^e)v_j^e, \\
\dot{z}_{m+1}^e &= \tilde{f}_{m+1}^e(z_{m+1}^e) + \sum_{j=m+1}^{2m} \tilde{g}_{m+1,j}^e(z_{m+1}^e)v_j^e, \\
y_i &= h_i^e(z_i^e, z_{m+1}^e), 
\end{align*}
\]

(4.53)

with \( \mathcal{R}_i^e = \text{span}\{\partial/\partial z_i^e\} \). This can be proved as in proposition 4.3, noting that \( \mathcal{R}_i^e \cap \sum_{j \neq i} \mathcal{R}_j^e = 0 \) for \( i = 1, \ldots, m \) and for all \( x^e \) in a neighbourhood of \( x_0^e \).

Since \( \tilde{f}^e(x_0^e) = 0 \), \( \tilde{g}_{ii}^e \in \mathcal{R}_i^e \) and \( \mathcal{R}_i^e \) is locally invariant under \( \tilde{f}^e, \tilde{g}_{1}^e, \ldots, \tilde{g}_{m}^e \), it makes sense to consider the restrictions \( \tilde{f}^e|_{\mathcal{L}_0^e}, \tilde{g}_{i}^e|_{\mathcal{L}_0^e} \). These vector fields define a control system on \( \mathcal{L}_0^e \) which, in \( z^e \)-coordinates, is given by

\[
\dot{z}_i^e = \tilde{f}_i^e(z_i^e, 0) + \tilde{g}_{ii}^e(z_i^e, 0)v_i^e.
\]

(4.54)

We claim that (4.54) is locally asymptotically stabilizable at the origin via dynamic feedback. It will suffice to show that (4.54) is locally diffeomorphic to (4.8). For, let \( \pi \) be the natural projection \( \pi : \mathbb{R}^{n+n^e} \to \mathbb{R}^n \). From Chow’s theorem ([14] or [55], lemma 2.1.10), \( x_0^e \) can be joined to each point of \( \mathcal{L}_0^e \) by a concatenation of integral curves of the vector fields \( X_{ik}^e, k = 1, \ldots, s_i \). These integral curves are described by the following set of differential equations

\[
\begin{align*}
\dot{x}_i &= Y_{ik}(x_i), \\
\dot{x}_j &= 0, \quad j \neq \{i, (m + 1, 1)\}, \\
\dot{x}_{m+1,1} &= Z_{ik}(0, \ldots, x_i, 0, \ldots, 0, x_{m+1}), \\
\dot{\lambda}_i &= Y_{ik}(x_i), \\
\dot{\mu}_i &= Z_{ik}(0, \ldots, x_i, 0, \ldots, 0, \mu_i).
\end{align*}
\]

(4.55)

Thus, \( x_j = 0 \) for \( j \notin \{i, (m + 1, 1)\} \), since by definition \( \mathcal{L}_0^e \) passes through \( x_0^e = 0 \). Moreover, from (4.55) \( \dot{x}_i = \dot{\lambda}_i \) and, thus, \( x_i = \lambda_i \) on \( \mathcal{L}_0^e \), since \( x_0^e = 0 \). Since \( x_j = 0 \) for \( j \notin \{i, (m + 1, 1)\} \) on \( \mathcal{L}_0^e \), we have from (4.55)

\[
\begin{align*}
\dot{x}_{m+1,1} &= Z_{ik}(0, \ldots, 0, x_i, 0, \ldots, 0, x_{m+1}), \\
\dot{\mu}_i &= Z_{ik}(0, \ldots, 0, x_i, 0, \ldots, 0, \mu_i).
\end{align*}
\]

(4.56)

(4.57)
But, since \( x_{m+1,1} \) and \( \mu_i \) have the same dimension and the initial conditions of the trajectories of (4.56) and (4.57), respectively, are always on \( \mathcal{L}^{\mathcal{R}^e_i}_{x_0^e} \), it follows that \( x_{m+1,1} = \mu_i \) on \( \mathcal{L}^{\mathcal{R}^e_i}_{x_0^e} \). This implies that, locally, \( \pi \) maps diffeomorphically \( \mathcal{L}^{\mathcal{R}^e_i}_{x_0^e} \) onto \( \mathcal{L}^{\mathcal{R}^e_i}_{x_0^e} \). This, together with the fact that \( \pi_x \tilde{f}^e(x^e) = \tilde{f}(\pi(x^e)) \) and \( \pi_x \tilde{g}_i^e(x^e) = \tilde{g}_i(\pi(x^e)) \) for all \( x^e \) in a neighbourhood of \( x_0^e \) (see remark 4.15), proves our claim.

We will show now that the system

\[
\dot{z}^e_{m+1} = \tilde{f}^e_{m+1}(z^e_{m+1}) + \sum_{j=m+1}^{2m} \tilde{g}^e_{m+1,j}(z^e_{m+1})v^e_j
\]

(4.58)
is locally asymptotically stabilizable at the origin via static feedback. It will suffices to show that the matrix

\[
\tilde{G}(z^e_{m+1}) = (\tilde{g}^e_{m+1,m+1}(z^e_{m+1}) \cdots \tilde{g}^e_{m+1,2m}(z^e_{m+1}))
\]

has full row rank for all \( z^e_{m+1} \) in a neighbourhood of \( z^e_{m+1,0} = 0 \) or, equivalently, that the system (4.58) with output vector \( z^e_{m+1} \) has vector relative degree one at \( z^e_{m+1,0} \). For, note that the matrix \( \tilde{G}(z^e) \) has \( n^w \) columns and \( n + n^w - \sum_{i=1}^{m} s_i \leq n^w \) rows. Denoting by \( \text{rank} \{ A(z^e) \} \) the rank of a given matrix \( A(z^e) \), we have \( \text{rank} \{ \tilde{G}(z^e_{m+1}) \} = n^w - \text{dim}(\ker \{ \tilde{G} \}(z^e)) \). If \( \text{dim}(\ker \{ \tilde{G} \}(z^e)) > \sum_{i=1}^{m} s_i - n \), it would follow that \( \text{dim} (((\sum_{i=1}^{m} \mathcal{R}^e_i) \cap \mathcal{G}^e)(z^e)) > \sum_{i=1}^{m} s_i - n + m \). Since

\[
\text{dim} (((\sum_{i=1}^{m} \mathcal{R}^e_i) \cap \mathcal{G}^e)(z^e)) = \text{dim} (((\sum_{i=1}^{m} \mathcal{R}^e_i) \cap \mathcal{G}^w)(z^e)) + \\
+ \text{dim} (((\sum_{i=1}^{m} \mathcal{R}^e_i) \cap (\text{span} \{ \tilde{g}_1^e, \cdots, \tilde{g}_m^e \}))(z^e)) = \text{dim} (((\sum_{i=1}^{m} \mathcal{R}^e_i) \cap \mathcal{G}^w)(z^e)) + \\
+ \text{dim} ((\text{span} \{ \tilde{g}_1^e, \cdots, \tilde{g}_m^e \}))(z^e)) = \text{dim} (((\sum_{i=1}^{m} \mathcal{R}^e_i) \cap \mathcal{G}^w)(z^e)) + m,
\]

we obtain \( \text{dim} (((\sum_{i=1}^{m} \mathcal{R}^e_i) \cap \mathcal{G}^w)(z^e)) > \sum_{i=1}^{m} s_i - n \). We claim that \( \text{dim} (((\sum_{i=1}^{m} \mathcal{R}^e_i) \cap \mathcal{G}^w)(z^e)) = \sum_{i=1}^{m} s_i - n \), which clearly gives a contradiction. Indeed, denoting by \( X(x) \) the matrix

\[
(X_{11}(x) \cdots X_{1s_1}(x) \cdots X_{m1}(x) \cdots X_{ms_m}(x))
\]

and by \( X^e(z^e) \) the matrix

\[
(X_{11}^e(z^e) \cdots X_{1s_1}^e(z^e) \cdots X_{m1}^e(z^e) \cdots X_{ms_m}^e(z^e)),
\]
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since \( \dim((\text{span}\{X\})(x)) = n \) and \( \dim((\text{span}\{X^e\})(z^e)) = \sum_{i=1}^{m} s_i \), it follows that \( \dim((\text{span}\{X^e\} \cap G_w)(z^e)) \) and \( \dim((\ker \{X\})(x)) \) are constant in a neighbourhood of \( z^e(x^e_0) \) and \( x_0 \), respectively. Moreover, \( \dim((\text{span}\{X^e\} \cap G_w)(z^e)) = \dim((\ker \{X\})(x)) = \sum_{i=1}^{m} s_i - n \), which proves our claim.

If we choose

\[
\begin{align*}
v_i^e &= \varphi_i^e(z_i^e, \eta_i^e), \\
\dot{\eta}_i^e &= \psi_i^e(z_i^e, \eta_i^e),
\end{align*}
\]

such that the system, resulting from (4.54), is locally asymptotically stable at the origin and \( v_i^e = \varphi_i(z^e_{m+1}) \), \( i = m + 1, \ldots, 2m \), such that the system, resulting from (4.58), is locally asymptotically stable at the origin, then also the closed-loop system

\[
\begin{align*}
\dot{z}_i^e &= \tilde{f}_i^e(z_i^e, z_{m+1}^e) + \tilde{g}_{ii}(z_i^e, z_{m+1}^e)\varphi_i^e(z_i^e, \eta_i^e) + \sum_{j=m+1}^{2m} \tilde{g}_{ij}(z_i^e, z_{m+1}^e)\varphi_j^e(z_{m+1}^e), \quad i = 1, \ldots, m, \\
\dot{\eta}_i^e &= \psi_i^e(z_i^e, \eta_i^e), \quad i = 1, \ldots, m, \\
\dot{z}_{m+1}^e &= \tilde{f}_{m+1}^e(z_{m+1}^e) + \sum_{j=m+1}^{2m} \tilde{g}_{m+1,j}(z_{m+1}^e)\varphi_j^e(z_{m+1}^e)
\end{align*}
\]

is locally asymptotically stable at the origin. Moreover, as it can be easily checked, the system, obtained from plugging the feedback law

\[
\begin{align*}
v_i^e &= \varphi_i^e(z_i^e, \eta_i^e) + v_i, \quad i = 1, \ldots, m, \\
\dot{\eta}_i^e &= \psi_i^e(z_i^e, \eta_i^e), \quad i = 1, \ldots, m, \\
v_i^e &= \varphi_i^e(z_{m+1}^e), \quad i = m + 1, \ldots, 2m,
\end{align*}
\]

into (4.53), is noninteractive and has vector relative degree at the origin of the state space.

As it results from the the proof of theorem 4.16, the feedback law, obtained by cascading \( u^e = \alpha^e(x^e) + \sum_{j=1}^{m} \beta_j^e(x^e)v_j^e \) (proposition 4.12) together with (4.52), solves NLSD. This feedback law is invertible, since, as it can be easily checked, it has the form

\[
\begin{align*}
u_i &= \alpha_i(x, w, \eta_i^e) + v_i, \quad i = 1, \ldots, m, \\
\dot{w} &= \delta(x, w, \eta_i^e) + \sum_{j=1}^{m} \gamma_j(x, w, \eta_i^e)v_j, \\
\dot{\eta}_i^e &= \psi_i^e(x, w, \eta_i^e), \quad i = 1, \ldots, m.
\end{align*}
\]

We sum up all the above results in the following theorem.
Theorem 4.17. Assume that (A1), (A2), (A3) and (A4) hold. If

a) the dynamics (4.7) is locally asymptotically stable at the origin, 

b) each system (4.8) is locally asymptotically stabilizable at the origin via dynamic feedback, 

then NLSD is solvable. On the other hand, let (1.2) be a feedback law which solves NLSD. 

If, in addition, the distributions $\mathcal{R}_i^e = \langle \tilde{f}^e_i, \tilde{g}^e_1, \ldots, \tilde{g}^e_m | \text{span}\{\tilde{g}^e_i\} \rangle$, $i = 1, \ldots, m$, are regularly computable at $x_0^e$ and the distributions $\mathcal{R}_i^e + \Delta^*_\text{MIX}$, $i = 1, \ldots, \nu$, and $\Delta^*_\text{MIX}$ have constant dimension in a neighbourhood of $x_0^e$, then a) and b) are satisfied. 

Remark 4.18. Under assumptions (A1), (A2), (A3) and (A4), conditions a) and b) of theorem 3.5 imply a) and b) of theorem 4.18. Indeed, if the dynamics (3.5) is locally asymptotically stable at the origin, since (4.7) is an invariant subdynamics of (3.5), it must be locally asymptotically stable at the origin. On the other hand, by assumption each system (3.6) is locally asymptotically stabilizable at the origin via static feedback or, equivalently, with the local decomposition (4.6), each system

$$\dot{z}^i_1 = f_{z^i_1}(0, \ldots, 0, z^i_1) + g_{z^i_1}(0, \ldots, 0, z^i_1)u_i$$

is locally stabilizable at the origin via static feedback law. Moreover, if (3.5) is locally asymptotically stable, from (4.6) it follows that also the invariant subdynamics of (3.5)

$$\dot{z}^i_3 = f_{z^i_3}(0, \ldots, 0, z^i_3)$$

is locally asymptotically stable at the origin. This implies that the system

$$\dot{z}^i_1 = f_{z^i_1}(0, \ldots, 0, z^i_1) + g_{z^i_1}(0, \ldots, z^i_1)u_i, \quad \dot{z}^i_3 = f_{z^i_3}(0, \ldots, 0, z^i_1, 0, z^i_3) + g_{z^i_3}(0, \ldots, 0, z^i_1, 0, z^i_3)u_i,$$

which is exactly (4.8), is locally asymptotically stabilizable at the origin via static feedback (in particular, via dynamic feedback). 

Remark 4.19. In the case of linear systems, $\Delta^*_\text{MIX} = 0$ and, thus, condition a) of theorem 4.17 is trivially satisfied. Also condition b) is satisfied by definition of controllability subspace. Since $(A, B)$ is controllable, it follows from proposition 3.1 that $\sum_{j=1}^m \mathcal{R}_j^* = \mathbb{R}^n$. This, together with $\sum_{j \neq i}^m \mathcal{R}_j^* \subseteq \mathcal{K}_i$, implies that $\mathcal{R}_i^* + \mathcal{K}_i = \mathbb{R}^n$ for $i = 1, \ldots, m$, which is the necessary and sufficient condition of theorem 2.3.4. 
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3.4.3 Efficient noninteracting control with stability

In section 2.4.2 we have proposed a solution of NLSD without imposing any constraint on the dimension \( n^w \) of the dynamic extension. In that case, \( n^w \) has been chosen equal to \( m(n_i + n_0) = n + n_0(m - 1) \). In this section, we will consider some cases in which \( n^w \) can be reduced. A first attempt is

\[
n^w = \sum_{i=1}^{m} s_i
\]

which is less or equal than \( m(n_i + n_0) \). Note that \( \text{span}\{\partial/\partial x_i\} \subseteq \mathcal{R}_i^* + \text{span}\{\partial/\partial x_{m+1,1}\} \) in a neighbourhood of \( x_0 \) (this follows from \( \sum_{i=1}^{m} \mathcal{R}_i^* = \mathbb{R}^n \) and \( \mathcal{R}_i^* = \langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span}\{\tilde{g}_i\} \rangle \)) and that the vector fields \( X_{ik}, k = 1, \ldots, s_i, \) are of the form (4.26). As a consequence, from the \( (n_i + n_0) \times s_i \) matrix

\[
X_i(x) = \begin{pmatrix}
Y_{i1}(x) & \cdots & Y_{is_i}(x) \\
Z_{i1}(x) & \cdots & Z_{is_i}(x)
\end{pmatrix}
\]

it is always possible to choose a \( s_i \times s_i \) submatrix of the form

\[
\bar{X}_i(x) = \begin{pmatrix}
Y_{i1}(x) & \cdots & Y_{is_i}(x) \\
\bar{Z}_{i1}(x) & \cdots & \bar{Z}_{is_i}(x)
\end{pmatrix},
\]

which is invertible for all \( x \) in a neighbourhood of \( x_0 \).

For simplicity, we will assume that \( \bar{X}_i(x) \) is given by the first \( s_i \) rows of \( X_i(x) \) and denote by \( \bar{X}_{ik}(x) \) the \( k \)-th column of \( \bar{X}_i(x) \). Let \( x_{m+1,1}^i \) be the first \( s_i - n_i \) components of \( x_{m+1,1} \) and \( \mu_{m+1,1} \) be the last \( n_0 - (s_i - n_i) \) ones. Moreover, let \( \dim w_i = s_i, \dim \mu_i = s_i - n_i, i = 1, \ldots, m. \) Define the following vector fields \( X^e_{ik} \in \mathbb{R}^{n + n^w} \)

\[
X^e_{ik}(x^e) = \begin{pmatrix}
X_{ik}(x) \\
0_{s_1 \times 1} \\
\vdots \\
0_{s_{i-1} \times 1} \\
X^e_{ik}(x_i, \mu_i) \\
0_{s_i \times 1} \\
\vdots \\
0_{s_m \times 1}
\end{pmatrix}, \quad i = 1, \ldots, m, \quad k = 1, \ldots, s_i,
\]

where

\[
X^e_{ik}(x_i, \mu_i) = \bar{X}_{ik}(x)|_{x_j = 0 \text{ for } j \notin \{i, (m+1,1)\} ; x^e_{m+1,1} = \mu_i}
\]

and, correspondingly, define the distributions

\[
\mathcal{R}^e_i = \text{span}\{X^e_{ik} : k = 1, \ldots, s_i\}, \quad i = 1, \ldots, m.
\]
The distributions $\mathcal{R}_i^e$, $i = 1, \ldots, m$, defined above, are clearly independent in a neighbourhood of $x_0^*$, since otherwise the vector fields $X_{ik}$, $k = 1, \ldots, s_i$, would not be linearly independent in a neighbourhood of $x_0$. Moreover, $\mathcal{R}_i^e$ is also locally involutive if we assume that

(R1) $\frac{\partial X_{ik}}{\partial x_{m+1,1}}(x) = 0$ for $i = 1, \ldots, m$ and for all $x$ in a neighbourhood of $x_0$.

As a matter of fact, if assumption (R1) holds, we have

$$[X_{ik}, X_{ih}^e](x, \mu) = [X_{ik}, X_{ih}]^e(x, \mu),$$

where $[X_{ik}, X_{ih}]^e(x, \mu)$ is defined as in (4.59) but with $X_{ik}(x)$ replaced by $[X_{ik}, X_{ih}](x)$. From here, we can proceed as in proposition 4.7.

If $p = 2$, assumption (R1) is trivially satisfied, since in this case $\mathcal{R}_i^e = \mathrm{span}\{\partial/\partial x_i, \partial/\partial x_{m+1,1}\}$.

Next, we will try to further reduce $n^w$ by picking

$$n^w = \sum_{i=2}^m \dim(\mathcal{R}_i^e \cap \sum_{j<i} \mathcal{R}_j^e),$$

which is clearly less than $\sum_{i=1}^m s_i$, since $\mathcal{R}_i^e \cap \sum_{j<i} \mathcal{R}_j^e \subset \mathcal{R}_i^e$. We will assume that

(R2) the distributions $\mathcal{R}_i^e \cap (\sum_{j<i} \mathcal{R}_j^e)$, $i = 2, \ldots, m$, have constant dimension $\varrho_i$ for all $x$ in a neighbourhood of $x_0$ and there exist vector fields $X_{i1}, \ldots, X_{i\varrho_i}$ of the form (4.23) such that $\mathcal{R}_i^e \cap (\sum_{j<i} \mathcal{R}_j^e) = \mathrm{span}\{X_{i1}, \ldots, X_{i\varrho_i}\}$ for $i = 2, \ldots, m$ and for all $x$ in a neighbourhood of $x_0$.

Since $\varrho_i < s_i$, it follows that there exist vector fields $X_{i1}, \ldots, X_{is_i}$ of the form (4.23) such that $\mathcal{R}_i^e = \mathrm{span}\{X_{i1}, \ldots, X_{is_i}\}$ and $\mathcal{R}_i^e \cap (\sum_{j<i} \mathcal{R}_j^e) = \mathrm{span}\{X_{i1}, \ldots, X_{i\varrho_i}\}$ in a neighbourhood of $x_0$.

Since the vector fields $X_{ik}$, $k = 1, \ldots, s_i$ have the form (4.26), it is always possible to choose from the $n_0 \times s_i$ matrix

$$Z_i(x) = \begin{pmatrix} Z_{i1}(x) & \ldots & Z_{is_i}(x) \end{pmatrix}$$

$\varrho_i$ rows $w_{i1}(x), \ldots, w_{i\varrho_i}(x)$, which are linearly independent at each $x$ in a neighbourhood of $x_0$ and such that, after possibly renumbering the columns of $Z_i(x)$, the matrix

$$\bar{Z}_i(x) = \begin{pmatrix} w_{i1}(x) \\ \vdots \\ w_{i\varrho_i}(x) \end{pmatrix}$$
has the first $\varrho_i$ columns linearly independent at each $x$ in a neighbourhood of $x_0$. For simplicity, we assume that the rows of $\tilde{Z}_i(x)$ are given by the first $\varrho_i$ rows of $Z_i(x)$ and denote by $\tilde{Z}_{ik}(x)$ the $k$-th column of $\tilde{Z}_i(x)$. Let $x^{i}_{m+1,1}$ be the first $\varrho_i$ components of $x_{m+1,1}$ and $\bar{x}^{i}_{m+1,1}$ be the last $n_0 - \varrho_i$ ones. Moreover, choose $\dim w_1 = 0$, $\dim w_i = \dim \mu_i = \varrho_i$, $i = 2, \ldots, m$. Let us define the following vector fields $X^{e}_{ik} \in \mathbb{R}^{n+n^w}$

\[
X^{e}_{1k}(x^e) = \begin{pmatrix} X_{1k}(x) \\ 0_{n^w \times 1} \end{pmatrix}, \quad X^{e}_{ik}(x^e) = \begin{pmatrix} X_{ik}(x) \\ 0_{\varrho_1 \times 1} \\ \vdots \\ 0_{\varrho_{i-1} \times 1} \\ X^*_i(x_i, \mu_i) \\ 0_{\varrho_{i+1} \times 1} \\ \vdots \\ 0_{\varrho_m \times 1} \end{pmatrix}, \quad i = 2, \ldots, m, \quad k = 1, \ldots, s_i,
\]

where

\[
X^*_i(x_i, \mu_i) = \tilde{Z}_{ik}(x) \big|_{x_j = 0} \text{ for } j \notin \{i, m+1\}; \quad x^{i}_{m+1,1} = \mu_i,
\]

and, correspondingly, define the distributions

\[
\mathcal{R}^e_i = \text{span}\{X^{e}_{ik} : k = 1, \ldots, s_i\}, \quad i = 1, \ldots, m.
\]

Each distribution $\mathcal{R}^e_i$ is easily shown to be involutive, if we assume that

\[
(R3) \quad \frac{\partial \tilde{Z}_{ik}}{\partial x^{i}_{m+1,1}}(x) = 0 \text{ for } i = 2, \ldots, m \text{ and for all } x \text{ in a neighbourhood of } x_0.
\]

On the other hand, to prove that $\mathcal{R}^e_1, \ldots, \mathcal{R}^e_m$ are linearly independent in a neighbourhood of $x_0$, it suffices to prove that the matrix

\[
X^e(x^e) = \begin{pmatrix} X^e_{11}(x^e) & \cdots & X^e_{1s_1}(x^e) & \cdots & X^e_{m1}(x^e) & \cdots & X^e_{ms_m}(x^e) \end{pmatrix}
\]

has rank equal to $\sum_{i=1}^m s_i$ for all $x^e$ in a neighbourhood of $x^e_0$. If this were not true, there would exist real numbers $c_{jk}$ such that

\[
\sum_{j=1}^m \sum_{k=1}^{s_j} c_{jk} X_{jk}(0) = 0, \quad \text{(4.60)}
\]

\[
\sum_{k=1}^{s_i} c_{jk} X^*_j(0, 0) = 0, \quad j = 2, \ldots, m, \quad \text{(4.61)}
\]
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with at least one $c_{jk}$ is nonzero. Let $i$ be the greatest integer such that $c_{ik} \neq 0$ for some $k$. From (4.60)
\[
\sum_{j<i} \sum_{k=1}^{s_j} c_{jk} X_{jk}(0) = \sum_{k=1}^{s_i} c_{ik} X_{ik}(0),
\]
which implies that there exists a nonzero vector $v \in \mathcal{R}^*_i(x_0) \cap \sum_{j<i} \mathcal{R}^*_j(x_0) = (\mathcal{R}^*_i \cap \sum_{j<i} \mathcal{R}^*_j)(x_0)$ (by $\Delta(x_0)$ we denote the subspace assigned by the distribution $\Delta$ at $x_0$). From assumption (R2) it follows that $c_{ik} = 0$ for $k > \varrho_i$. But this, together with (4.61), since the first $\varrho_i$ columns are linearly independent by construction, implies that $c_{ik} = 0$ for all $k$, which is clearly a contradiction.

It is worth noting that, if we want to define the distributions $\mathcal{R}^e_1, \ldots, \mathcal{R}^e_m$ in such a way that they are linearly independent in a neighbourhood of $x^e_0$, we cannot take $n^w$ less than $\sum_{i=2}^{m} \dim(\mathcal{R}^*_i \cap \sum_{j<i} \mathcal{R}^*_j)$. As a matter of fact, it must be
\[
n + n^w - \sum_{i=1}^{m} s_i \geq 0,
\]
which implies
\[
n^w \geq \sum_{i=1}^{m} s_i - n = \sum_{i=1}^{m} \dim \mathcal{R}^*_i - \dim(\sum_{i=1}^{m} \mathcal{R}^*_i) = \sum_{i=2}^{m} \dim(\mathcal{R}^*_i \cap (\sum_{j<i} \mathcal{R}^*_j)).
\]
The last equality can be proved exactly as in [91] (lemma 9.3). If $p = 2$, we have $\varrho_2 = n_0$ and assumption (R3) is trivially satisfied.

### 3.4.4 Necessary and sufficient conditions

In this section, we will turn again our attention to non–efficient solutions of NLSD. We will see that, given any dynamic feedback law which solves ND for (1.1), the system, resulting from (1.1) after feedback, contains a subsystem, which is obtained from (1.1) itself by means of a canonical dynamic extension and has vector relative degree at the origin of the state space. This allows to uniquely (in some sense) associate a dynamically extended system of the form (3.8) to a given system (1.1), for which ND is solvable, and to define for this system the corresponding dynamics (4.7) and (4.8) (in a unique way). At this point, theorem 4.17 does the rest.
Necessary and sufficient conditions to solve ND are well–known and can be characterized in terms of a suitable algorithm ([55], section 7.7.5), which will be shortly reviewed for reader’s convenience (the notation is slightly different from the one used in [55]). Let $\Sigma^0$ be (1.1) and let $x^0 = x, x^0_0 = x_0, f^0(x^0) = f(x), G^0(x^0) = G(x), h^0_i(x^0) = h_i(x), i = 1, \ldots, m,$ and $v^0 = u$. Moreover, let $U^0 = IR^n$.

**Dynamic extension algorithm.** (step $k \geq 0$). Let us consider the decoupling matrix $A^k(x^k)$ of $\Sigma^k$. Assume that the rank of $A^k(x^k)$ is constant on an open and dense subset $U^{k+1} \subset U^k$. Let $q^k$ be this rank with $q^k < m$ (otherwise, $\Sigma^k$ has already vector relative degree $r_1, \ldots, r_m$ for all $x^k \in U^{k+1}$). After possibly renumbering the outputs, we can suppose that the first $q^k$ rows of $A^k(x^k)$ are linearly independent for all $x^k \in U^{k+1}$. Let $v^k = \alpha^k(x^k) + \beta^k(x^k)v^{k+1}$ be a regular feedback law such that, denoting by $\beta^k_j$ the $j$–th column of $\beta^k$, we have

$$L_{f^k} + G^k \alpha^k L_{f^k}^{-1} h^k_i(x^k) = 0, \quad 1 \leq i \leq q^k,$$

$$L_{G^k \beta^k_j} L_{f^k}^{-1} h^k_i(x^k) = \delta_{ij}, \quad 1 \leq i \leq q^k, 1 \leq j \leq m,$$

for all $x^k \in U^{k+1}$ ($\delta_{ij}$ is the Kronecker’s delta). Let

$$\zeta^k = \begin{pmatrix} \zeta_1^k \\ \vdots \\ \zeta_q^k \\ \zeta^{q^k}_k \end{pmatrix}, \quad x^{k+1} = \begin{pmatrix} x^k \\ \zeta^k \end{pmatrix}, \quad h_i^{k+1}(x^{k+1}) = h_i^k(x^k),$$

$$(v')^{k+1} = \begin{pmatrix} v_1^{k+1} \\ \vdots \\ v_{q^k}^{k+1} \\ v_{q^k}^{k+1} \end{pmatrix}, \quad (v'')^{k+1} = \begin{pmatrix} v_1^{k+1} \\ \vdots \\ v_{m}^{k+1} \end{pmatrix},$$

and denote by $(\beta')^k(x^k)$ (respectively, by $(\beta'')^k(x^k)$) the matrix given by the first $q^k$ columns (respectively, by the last $m – q^k$ columns) of $\beta^k(x^k)$. Now, define the following feedback law

$$v^k = \alpha^k(x^k) + (\beta')^k(x^k) \zeta^k + (\beta'')^k(x^k)(v'')^{k+1},$$

$$\dot{\zeta}^k = (v')(k+1),$$

and denote by $\Sigma^{k+1}$ the system

$$\dot{x}^k = f^k(x^k) + G^k(x^k) \alpha^k(x^k) + G^k(x^k)(\beta')^k(x^k) \zeta^k +$$

$$+ G^k(x^k)(\beta'')^k(x^k)(v'')^{k+1},$$

$$\dot{\zeta}^k = (v')(k+1),$$

$$y_i = h_i^{k+1}(x^{k+1}), \quad i = 1, \ldots, m.$$
We want to remark that the dynamic extension algorithm does not produce, in general, a dynamic feedback law (or dynamic compensator) with minimal dimension. On the other hand, an algorithm with such property is the celebrated Descusse and Moog’s algorithm ([26]).

The following propositions completely characterize the relationships between the dynamic extension algorithm and the problem of achieving vector relative degree via dynamic feedback laws. The proof is found in [55] (section 7.7.5).

Proposition 4.20. Assume that $A^h(x^h)$, $h \geq 0$, has constant rank on an open and dense subset of its domain. For each fixed $k \geq 0$, only one of the following facts can happen:

(i) if $l = n - (r_1 + \ldots + r_{q_k} + \min \{ r_j : q_k + 1 \leq j \leq m \})$, the matrix $A^{k+l+1}(x^{k+l+1})$ has rank greater or equal to $q_k + 1$ for all $x^{k+l+1}$ in an open and dense subset of its domain;

(ii) for all $h \geq 0$ the matrix $A^{k+h}(x^{k+h})$ has rank equal to $q_k$ for all $x^{k+h}$ in an open and dense subset of its domain.

Proposition 4.21. Assume that $A^h(x^h)$, $h \geq 0$, has constant rank on an open and dense subset of its domain. If there exist $n^w \geq 0$ and a dynamic feedback law such that the resulting closed-loop system

\[
\begin{align*}
\dot{x} &= f(x) + G(x)\alpha(x, w) + G(x)\beta(x, w)v, \\
\dot{w} &= \gamma(x, w) + \delta(x, w)v, \quad w \in \mathbb{R}^{n^w}, \\
y_i &= h_i(x), \quad i = 1, \ldots, m, 
\end{align*}
\]  

(4.62)

has vector relative degree at each point $(x^0, w^0)$ of an open and dense subset of $\mathbb{R}^{n+n^w}$, then, after a finite number $k^* \geq 0$ of iterations, the dynamic extension algorithm produces a system $\Sigma^{k^*}$ with a decoupling matrix $A^{k^*}(x^{k^*})$ nonsingular at each point of an open and dense subset of its domain.

In other words, the dynamic extension algorithm converges with $q_{k^*} = m$ for some $k^* \geq 0$ and for all $x^{k^*}$ in an open and dense subset of the domain of definition of $A^{k^*}(x^{k^*})$ if and only if there exist $n^w \geq 0$ and a dynamic feedback law such that (4.62) has vector relative degree at each point $(x, w)$ of an open and dense subset of $\mathbb{R}^{n+n^w}$. If $f(x), g_j(x)$ and $h_j(x), j = 1, \ldots, m$ are analytic functions of $x$, $A^h(x^h)$, $h \geq 0$, has always constant rank on some open and dense subset of its domain. In what follows, we will assume that $A^h(x^h)$, $h \geq 0$, has constant rank in an open neighbourhood of $x^0$ and that there exists $k^* \geq 0$ such that $q_{k^*} = m$. In other words, we will consider in a natural way the class of nonlinear systems for which (modulo singularities) ND is solvable.
Now, we define a canonical dynamic extension of (1.1) by means of the following algorithm ([92]). Similarly to Descusse and Moog’s algorithm ([26]), this algorithm produces a minimal compensator such that the resulting closed–loop system (4.62) has relative degree at \( x_0^p \). Let \( \Sigma_C^0 \) be (1.1) and \( x_0^0 = x, x_0^0 = x_0, f_C^0(x_0^0) = f(x), g_C^0(x_0^0) = g_i(x), u_0^C_i = u_i \) and \( h_0^C_i(x_0^0) = h_i(x) \) for \( i = 1, \ldots, m \).

**Canonical dynamic extension algorithm.** (Step \( k \geq 0 \)) Consider the system \( \Sigma_C^k \)

\[
\dot{x}_C^k = f_C^k(x_C^k) + \sum_{j=1}^{m} g_C^k(x_C^k)u_C^j,
\]

\[
y_i = h_C^k(x_C^k), \quad i = 1, \ldots, m.
\]

Assume that the decoupling matrix \( A_C^k(x_C^k) \) of \( \Sigma_C^k \) has constant rank for all \( x_C^k \) in a neighbourhood \( U_C^k \) of \( x_0^0 \). If \( A_C^k(x_C^k) \) has rank \( m \) for all \( x_C^k \) in \( U_C^k \), then \( \Sigma_C^k \) has vector relative degree at \( x_0^0 \). Otherwise, after possibly renumbering the outputs, denoting by \( A_j^k(x_C^k) \) the \( j \)-th row of \( A_C^k(x_C^k) \), we have

\[
\text{rank} \left\{ \begin{pmatrix} A_1^k(x_C^k) \\ \vdots \\ A_{j_k-1}^k(x_C^k) \end{pmatrix} \right\} = \text{rank} \left\{ \begin{pmatrix} A_1^k(x_C^k) \\ \vdots \\ A_{j_k}^k(x_C^k) \end{pmatrix} \right\} = j_k - 1
\]

for some \( 1 < j_k \leq m \) and for all \( x_C^k \in U_C^k \). Thus, if \( a_{ij}^k(x_C^k) \) denotes the \( i \)-th component of \( A_j^k(x_C^k) \), there exist smooth real–valued functions \( c_i^k(x_C^k) \), two integers \( i_k \leq j_k - 1 \) and \( l_k \) such that

\[
A_{j_k}^k(x_C^k) = \sum_{i=1}^{j_k-1} c_i^k(x_C^k)A_i^k(x_C^k)
\]

with \( c_i^k(x_C^0) \neq 0 \) and \( a_{i_kl_k}^k(x_C^0) \neq 0 \). Define the following feedback law

\[
\begin{align*}
\dot{\xi}^k &= u_C^{k+1}, \\
u_{C_{i_k}l_k}^k &= \frac{1}{a_{i_kl_k}^k(x_C^k)}[p^k(x_C^k)(\xi^k - q^k(x_C^k)) - \sum_{j \neq l_k} a_{i_kj}^k(x_C^k)u_C^j],
\end{align*}
\]

where \( p^k(x_C^k) \) and \( q^k(x_C^k) \) are arbitrary smooth real–valued functions such that \( p^k(x_C^0) \neq 0 \) and \( q^k(x_C^0) = 0 \). Let \( \Sigma_C^{k+1} \):

\[
\dot{x}_C^{k+1} = f_C^{k+1}(x_C^{k+1}) + \sum_{j=1}^{m} g_C^{k+1}(x_C^{k+1})u_C^{k+1},
\]

\[
y_i = h_C^{k+1}(x_C^{k+1}), \quad i = 1, \ldots, m,
\]
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be the system obtained from applying (4.63) to \( \Sigma^k_C \) with

\[
x_C^{k+1} = ((x_C^k)^T (\xi_C^k)^T), \quad \xi_{C0} = 0, \quad x_C^{k+1} = ((x_C^{k})^T (\xi_C^{k0})^T)
\]

and

\[
u_{Ci}^{k+1} = u_{Ci}^k \quad \text{for } i \neq l_k.
\]

Note that, if \( f(x), g_i(x) \) and \( h_i(x) \) are analytic functions of \( x \), then the matrices \( A^k_C(x_C^k), k \geq 0 \), have always constant rank on an open and dense set, not necessarily containing \( x_C^{k0} \). Let us consider a dynamic feedback law which solves ND for (1.1) and denote by \( \tilde{\Sigma}^e \) the corresponding closed-loop system (4.62). Moreover, assume that \( A^k_C(x_C^k) \) has constant rank for all \( k \) and for all \( x_C^k \) in a neighbourhood of \( x_C^{k0} \). The system \( \tilde{\Sigma}^e \) can be considered as the cascade of the system \( \Sigma^{k^*_C}_C \), obtained from the canonical dynamic extension algorithm after a finite number \( k^*_C \geq 0 \) of steps and having itself vector relative degree at each \( x_C^{k^*_C} \) in a neighbourhood of \( x_C^{k^*_C0} \), together with an invertible system \( \Sigma_F \) (see Figure 4.2).

In other words, \( \Sigma^{k^*_C}_C \) is a dynamic extension of (1.1) with minimum dimension and every other system, which has been obtained from (1.1) through invertible dynamic feedback laws and has vector relative degree at the origin of the state space (in particular, the
system $\Sigma^{k^*}$ obtained after applying the dynamic extension algorithm, is equal to $\Sigma^{k^*}_C$ up to local changes of coordinates and invertible feedback transformations. Indeed, reasoning as in [92] (theorem 3.1), it can be shown that, possibly after a local change of coordinates, $\tilde{\Sigma}^e$ is of the form

$$\dot{x}^{k_C} = f^{k_C}(x^{k_C}) + \sum_{j=1}^{m} g^{k_C}_j(x^{k_C})u^{k_C}_j,$$

$$u^{k_C}_i = \alpha^{k_C}_i(x^{k_C},z^{k_C}) + \sum_{j=1}^{m} \beta^{k_C}_{ij}(x^{k_C},z^{k_C})v_j, \quad i = 1, \ldots, m,$$

$$\dot{z}^{k_C} = \delta^{k_C}(x^{k_C},z^{k_C}) + \sum_{j=1}^{m} \gamma^{k_C}_j(x^{k_C},z^{k_C})v_j,$$

$$y_i = h^{k_C}_i(x^{k_C}), \quad i = 1, \ldots, m,$$

where

$$\dot{x}^{k_C} = f^{k_C}(x^{k_C}) + \sum_{j=1}^{m} g^{k_C}_j(x^{k_C})u^{k_C}_j,$$

$$y_i = h^{k_C}_i(x^{k_C}), \quad i = 1, \ldots, m,$$

denotes $\Sigma^{k^*}_C$ and

$$u^{k_C}_i = \alpha^{k_C}_i(x^{k_C},z^{k_C}) + \sum_{j=1}^{m} \beta^{k_C}_{ij}(x^{k_C},z^{k_C})v_j, \quad i = 1, \ldots, m,$$

$$\dot{z}^{k_C} = \delta^{k_C}(x^{k_C},z^{k_C}) + \sum_{j=1}^{m} \gamma^{k_C}_j(x^{k_C},z^{k_C})v_j,$$

is a dynamic feedback law such that $\tilde{\Sigma}^e$, seen as the composition of $\Sigma^{k^*}_C$ together with (4.65), has vector relative degree at $x_0^e$. Clearly, without loss of generality we can assume that $\Sigma^{k^*}_C$ is noninteractive, which, together with proposition 1.5, implies that (4.65) is an invertible feedback law. This proves that $\tilde{\Sigma}^e$ can be considered as the cascade of $\Sigma^{k^*}_C$ together with an invertible system $\Sigma_F$. Moreover, since $\Sigma^{k^*}_C$ has itself vector relative degree at $x_0^e$, we can uniquely associate to the system (1.1) the dynamics (4.7) and (4.8), correspondingly defined for $\Sigma^{k^*}_C$. This assignment is unique up to local changes of coordinates and invertible feedback transformations. This motivates the following important result.

Theorem 4.22. Assume that the matrices $A^k(x^k)$ and $A^k_C(x^k_C)$, $k \geq 0$, have constant rank in a neighbourhood of $x_0^k$ and $x_0^{k_C}$, respectively. Then, NLSD is solvable for (1.1) if and only if ND is solvable for (1.1) and NLSD is solvable for $\Sigma^{k^*}_C$, the system with vector
relative degree at $x^k_C$, obtained from the canonical dynamic extension algorithm after a finite number $k^*_C \geq 0$ of steps.

In the case of linear systems, since the conditions of theorem 4.17 are always satisfied for $\Sigma^{k^*_C}_C$ (remark 4.19), it follows from theorem 4.22 that NSD is solvable if and only if ND is. This is exactly the result stated by theorem 2.3.4.

Note that, as a consequence of the above facts, if $(l'_k, i'_k)$ and $(l''_k, i''_k)$ are two different choices of the integers $l_k$ and $i_k$ at the $k$–th step of the canonical dynamic extension algorithm, assuming that in both cases the algorithm can be carried through, we obtain two different systems $\Sigma^{(k^*_C)}_C$ and $\Sigma^{(k^*_C)}_C''$, which are equal up to local changes of coordinates and invertible static feedback transformations, since $\Sigma^{(k^*_C)}_C$ and $\Sigma^{(k^*_C)}_C''$ must contain each other by minimality.

### 3.5 Some examples

In this section we will give three examples. The first one is a system of the form (1.1), noninteractive and with vector relative degree at $x_0$. This system is such that the dynamics (3.5) is unstable or, equivalently, noninteraction and stability cannot be achieved via invertible static feedback (theorem 3.5). Nonetheless, the dynamics (4.7) is locally asymptotically stable at the origin and each system (4.8) is locally asymptotically stabilizable at the origin via static feedback. Thus, noninteraction and stability can be achieved via invertible dynamic feedback (theorem 4.17). As a second example, we will see a system for which neither NLSS nor NLSD are solvable. Finally, we will give the example of a system which does not have vector relative degree at $x_0$, but satisfies the conditions of theorem 4.22.

Let

\[
\begin{align*}
\dot{x}_1 &= u_1 \\
\dot{x}_2 &= u_2 \\
\dot{x}_3 &= a_1(x_1) + a_2(x_2) + bx_3 \\
\dot{x}_4 &= c(x_1, x_2, x_3, x_4) \\
y_i &= x_i, \quad i = 1, 2
\end{align*}
\]

be a noninteractive system with $b > 0, a_i(0) = 0, c(0, 0, 0, 0) = 0, \frac{\partial a_i}{\partial x_i}(0) \neq 0$ for $i = 1, 2$, $\frac{\partial^2 c}{\partial x_1 \partial x_2}(0, 0, 0, 0) \neq 0$ and $\dot{x}_4 = c(0, 0, 0, x_4)$ is locally asymptotically stable at $x_4 = 0$ (see
By straightforward computations we obtain in a neighbourhood of $x_0$
\[
\Delta_{\text{MIX}} = \text{span}\{\partial/\partial x_4\},
\]
\[
\mathcal{R}_1 = \text{span}\{\partial/\partial x_3, \partial/\partial x_4\},
\]
\[
\mathcal{R}_2^{*} = \text{span}\{\partial/\partial x_i, \partial/\partial x_3, \partial/\partial x_4\} = \text{span}\{\tilde{g}_i, \text{ad}_j \tilde{g}_i\} + \Delta_{\text{MIX}} \quad i = 1, 2.
\]
The dynamics (3.5), associated to (5.1),
\[
\dot{x}_3 = bx_3
\]
\[
\dot{x}_4 = c(0, 0, x_3, x_4)
\]
is clearly unstable at the origin. Thus, NLSS is not solvable. However, assumptions of theorem 4.17 are satisfied. Moreover, the dynamics (4.7), associated to (5.1),
\[
\dot{x}_4 = c(0, 0, 0, x_4)
\]
is locally asymptotically stable at $x_4 = 0$ and each system (4.8), associated to (5.1),
\[
\dot{x}_i = u_i
\]
\[
\dot{x}_3 = a_i(x_i) + bx_3
\]
is locally exponentially stabilizable at the origin via static feedback. Following the constructive procedure of section 4.2, let $n^w = 4, n_0 = 1, n_i = 1, i = 1, 2$, and define
\[
X_{11}^e(x^e) = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad X_{12}^e(x^e) = \begin{pmatrix} 0 \\ (\partial a_1(x_1)/\partial x_1)(x_1) \\ 0 \\ 0 \\ 0 \end{pmatrix},
\]
\[
X_{21}^e(x^e) = \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \\ 1 \end{pmatrix}, \quad X_{22}^e(x^e) = \begin{pmatrix} 0 \\ 0 \\ (\partial a_2(x_2)/\partial x_2)(x_2) \\ 0 \\ 0 \end{pmatrix}
\]
and $\mathcal{R}_i^e = \text{span}\{X_{ij}^e : j = 1, 2\}$. It is worth noting that $X_{ik}^e(x^e)$ depends only on $x_i$. From remark 4.14, a feedback law which satisfies (4.31) and (4.32) is given by
\[
\alpha^e(x^e) = \begin{pmatrix} 0 & 0 & (a_1(x_1) + b\mu_1) & 0 & (a_2(x_2) + b\mu_2) \end{pmatrix}^T,
\]
\[
\beta^e(x^e) = \begin{pmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 1 & 0 & 0 & 1 \end{pmatrix}.
\]
The closed-loop system (4.51) can be transformed into (4.53) by means of the linear change of coordinates

\[ z_1^e = x_1, \]
\[ z_2^e = \mu_1, \]
\[ z_3^e = x_2, \]
\[ z_4^e = \mu_2, \]
\[ z_5^e = \lambda_1 - x_1, \]
\[ z_6^e = \lambda_2 - x_2, \]
\[ z_7^e = x_3 - \mu_1 - \mu_2. \]

The system (4.8) is locally diffeomorphic to the system (4.54)

\[ \dot{x}_i = u_i, \]
\[ \dot{\mu}_i = a_i(x_i) + b\mu_i. \]

Thus, a feedback law which solves NLSD is given by

\[ u_i = H_{i1}x_i + H_{i3}\mu_i, \quad i = 1, 2, \]
\[ \dot{\lambda}_i = H_{i1}x_i + H_{i3}\mu_i - \lambda_i + x_i, \quad i = 1, 2, \]
\[ \dot{\mu}_1 = a_1(x_1) - bx_3 - b\mu_2, \]
\[ \dot{\mu}_2 = a_2(x_2) - bx_3 - b\mu_1, \]

where \( H_{i1} \) and \( H_{i3} \) are real numbers such that the matrix

\[
\begin{pmatrix}
H_{i1} & H_{i3} \\
\frac{\partial a_i}{\partial x_i}(0) & b
\end{pmatrix}
\]

is Hurwitz. If we remove the assumption \((\partial a_i/\partial x_i)(0) \neq 0\), some system (5.2) may, in general, not be locally asymptotically stabilizable at the origin, even by means of continuous feedback laws (see [22] and [23] for an extensive analysis of all the possible cases); for example, this is the case when \( a_i(x_i) = x_i^k \), with \( k \) even and \( k \geq 2 \). In general, if each system (5.2) is locally asymptotically stabilizable at the origin via \( C^k \)-feedback laws, then there exists a \( C^k \)-feedback law which solves NLSD for (5.1).

The dimension \( n^w \) of the dynamic feedback law, proposed above to solve NLSD for (5.1), can be reduced to 1. As a matter of fact, since \( p = 2 \), assumption (R3) is trivially satisfied. Moreover, it can be easily checked that also assumption (R2) holds. According to the results contained in section 4.3, pick

\[ n^w = \dim (R_1^* \cap R_2^*) = 1 \]

with

\[
X_{11}^e(x^e) = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad X_{12}^e(x^e) = \begin{pmatrix} 0 \\ 0 \\ 0 \\ (\partial a_1(x_1)/\partial x_1)(x_1) \end{pmatrix}.
\]
\[
\begin{pmatrix}
  0 \\
  1 \\
  0 \\
  0
\end{pmatrix},
\begin{pmatrix}
  0 \\
  0 \\
  (\partial a_2(x_2)/\partial x_2)(x_2) \\
  (\partial a_2(x_2)/\partial x_2)(x_2)
\end{pmatrix}
\]

It is easy to construct examples for which neither NLSS nor NLSD are solvable. The following system
\[
\begin{align*}
\dot{x}_1 &= u_1, \\
\dot{x}_2 &= u_2, \\
\dot{x}_3 &= x_1 + x_2 + x_3^2, \\
y_i &= x_i, & i &= 1, 2,
\end{align*}
\]

(5.3)
does not satisfy the conditions of either theorem 3.5 or theorem 4.22. Indeed, as it can be checked by straightforward computations, in a neighbourhood of \(x_0\) we have
\[
R_i^* = \text{span}\left\{ \frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_3} \right\}, \quad i = 1, 2,
\]
\[
\Delta_{\text{MIX}}^* = R^* = \text{span}\left\{ \frac{\partial}{\partial x_3} \right\},
\]
and the dynamics (3.5) and (4.7) (which, in this case, coincide) are unstable at the origin.

Now, let us consider the following system (see also [92])
\[
\begin{align*}
\dot{x}_1 &= x_3 + u_1, \\
\dot{x}_2 &= x_2 + u_1, \\
\dot{x}_3 &= u_2, \\
\dot{x}_4 &= a_1(x_1, x_3 + u_1) + a_2(x_2, x_2 + u_1) + bx_4, \\
\dot{x}_5 &= c(x_1, x_3 + u_1, x_2, x_2 + u_1, x_5), \\
y_i &= x_i, & i &= 1, 2,
\end{align*}
\]

(5.4)
with \(b > 0\). Assume that the dynamics \(\dot{x}_5 = c(0, 0, 0, 0, x_5)\) is locally asymptotically stable at \(x_5 = 0\) and that each system
\[
\begin{align*}
\dot{z}_{1i} &= z_{2i}, \\
\dot{z}_{2i} &= u_i, \\
\dot{z}_{3i} &= a_i(z_{1i}, z_{2i}) + bz_{3i},
\end{align*}
\]
is locally asymptotically stabilizable at the origin via dynamic feedback.
Apply the canonical dynamic extension algorithm to (5.4) (its decoupling matrix has rank 1 for all \( x \)). We have after the first step, with \( p_C^0(x_C^0) = 1 \) and \( q_C^0(x_C^0) = 0 \),

\[
\begin{align*}
\dot{x}_1 &= x_3 + \xi^0, \\
\dot{x}_2 &= x_2 + \xi^0, \\
\dot{x}_3 &= u_2, \\
\dot{x}_4 &= a_1(x_1, x_3 + \xi^0) + a_2(x_2, x_2 + \xi^0) + bx_4, \\
\dot{x}_5 &= c(x_1, x_3 + \xi^0, x_2, x_2 + \xi^0, x_5), \\
\dot{\xi}^0 &= u_{C1}^1, \\
y_i &= x_i, \quad i = 1, 2,
\end{align*}
\]

which has vector relative degree at the origin of the state space. Thus, we have obtained \( \Sigma_C^{k_C^*} \) with \( k_C^* = 1 \). After the change of coordinates \( z = (z_1(x), \ldots, z_6(x)) = (x_1, x_3 + \xi^0, x_2, x_2 + \xi^0, x_4, x_5) \) and the invertible static feedback transformation

\[
\begin{pmatrix} u_{C1}^1 \\ u_2 \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ 1 & -1 \end{pmatrix} \begin{pmatrix} 0 \\ z_4 \end{pmatrix} + \begin{pmatrix} v_1 \\ v_2 \end{pmatrix},
\]

we obtain the following noninteractive system of the form (5.1)

\[
\begin{align*}
\dot{z}_1 &= z_2, \\
\dot{z}_2 &= v_1, \\
\dot{z}_3 &= z_3, \\
\dot{z}_4 &= v_2, \\
\dot{z}_5 &= a_1(z_1, z_2) + a_2(z_3, z_4) + bz_5, \\
\dot{z}_6 &= c(z_1, z_2, z_3, z_4, z_6), \\
y_1 &= z_1, \\
y_2 &= z_3.
\end{align*}
\]

Under the initial assumptions on (5.4) and reasoning as in the case of (5.1), it follows that there exists indeed a feedback law which solves NLSD for (5.4).
CHAPTER 4

NONINTERACTING CONTROL WITH GLOBAL STABILITY
FOR NONLINEAR SYSTEMS: BASIC PRINCIPLES

4.1 Problem formulation

In the previous chapter, for the class of systems (3.1.1) we have studied the problem of achieving noninteracting control and stability through feedback laws defined in a neighbourhood of the origin of the state space. It is natural to ask under which additional assumptions these feedback laws are defined *globally* or, in other words, at each point of the state space. Behind this question, there is the major problem of rendering a set of distributions simultaneously invariant through feedback laws, which are defined globally. The theory of partial differential equation, which has been called upon in chapter 3 to solve this problem in a neighbourhood of the origin of the state space, has a *local* nature and, as such, it is not a natural tool in solving global questions.

Recently Dayawansa et al. ([20] and [21]) have pointed out the key role of the theory of connections and parallel transport of vector fields along leaves in finding a globally defined feedback law which renders invariant a given distribution. Indeed, parallel transport of vector fields and global asymptotic stabilization of interconnected systems are the basic ingredients we need in order to extend the results of chapter 2 to a global setting.

In this chapter, for the class of systems (3.1.1), we consider two problems, which are the natural extensions of NLSS and NLSD, respectively, to a global setting.

**Noninteracting control with global stability via static feedback laws (NGSS).**

Find, if possible, a static feedback law (3.1.2), defined for all $\mathbb{R}^n$, such that the system (3.1.1)–(3.1.2) is noninteractive, globally asymptotically stable in $x_0$ and has uniform vector relative degree.

**Noninteracting control with global stability via dynamic feedback laws (NGSD).**

Find, if possible, $n^w \geq 0$ and a dynamic feedback law (3.1.2), defined for all $\mathbb{R}^{n+n^w}$, such that the system (3.1.1)–(3.1.2) is noninteractive, globally asymptotically stable in $(x_0,w_0)$ and has uniform vector relative degree.

Throughout this chapter, we assume that the state is available for measurement.
4.2 Some facts about parallel transport of vector fields along leaves of a constant dimensional and involutive distribution.

In this section, we want to give an intuitive idea of what parallel transport of vector fields is (for an exhaustive study of parallel transport, the reader is referred to the standard texts [7] and [56]) and how it can be related to the problem of achieving noninteraction.

Let us consider a smooth curve $s : t \rightarrow s(t), t_1 \leq t \leq t_2, s(t) \in \mathbb{R}^n$, and a smooth vector field $X \in \mathbb{R}^n$. If $X(s(t)) = \sum_{i=1}^{n} c_i(s(t)) (\frac{\partial}{\partial x_i})(s(t))$, where $X(s(t))$ and $\left(\frac{\partial}{\partial x_i}\right)(s(t))$ are the vectors of $\mathbb{R}^n$ assigned to the point $s(t)$ by the vector fields $X$ and $\frac{\partial}{\partial x_i}$, respectively, we define the derivative of $X$ along $s$ at $s(t)$ as

$$\frac{dX}{dt}(s(t)) = \lim_{\Delta t \to 0} \frac{1}{\Delta t} [X(s(t + \Delta t)) - X(s(t))] = \sum_{i=1}^{m} \dot{c}_i(s(t)) \left(\frac{\partial}{\partial x_i}\right)(s(t)). \quad (2.1)$$

In (2.1), by $X(s(t + \Delta t)) - X(s(t))$ we mean the difference between the vector assigned to the point $s(t + \Delta t)$ by the vector field $X$ and translated back to the point $s(t)$ and the vector assigned to $s(t)$ by $X$. We translate $X(s(\Delta t + t))$ by means of the standard translation of vectors in $\mathbb{R}^n$. Unfortunately, if, instead of $\mathbb{R}^n$, we consider any smooth manifold $M$ (not diffeomorphic to $\mathbb{R}^n$), the above definition of derivative of vector fields (on $M$) along a curve (on $M$) does not work any more, since there is no canonical way to translate the vector $X(s(\Delta t + t))$ back to the point $s(t)$. A connection $\frac{\partial}{\partial t}$ is a way of differentiating a vector field $X$ (on $M$) along a curve $s$ (on $M$) and $\frac{DX}{dt}$ is the smooth vector field (on $M$) resulting from such differentiation. We will say that $X$ is parallel along $s$ (with respect to a given connection $\frac{\partial}{\partial t}$) if $\left(\frac{DX}{dt}\right)(s(t)) = 0$ for all $t_1 \leq t \leq t_2$.

It is not hard to show that there exists a unique smooth vector field $X$, defined on a given smooth curve $s \in M$ and parallel along $s$, such that $X(s(t_1)) = X_0$, with $X_0$ a priori given. The same holds true for a set of vector fields, which are linearly independent at $s(t_1)$ (frames). This carrying parallel vector fields (or frames) along curves is known as parallel transport (along $s$) and allows to translate vector fields (or frames) along curves in a canonical way. Anyway, this kind of translation depends, in general, on the curve chosen. In $\mathbb{R}^n$, parallel transport is independent of such a curve and depends only on the initial and final points of the curve.

Now, let $\Delta \subset \mathbb{R}^n$ be an involutive and constant dimensional distribution. Moreover, assume that

$$[g_j, \Delta] \subset \Delta + \mathcal{G}, \quad j = 1, \ldots, m. \quad (2.2)$$

It is well known that (2.2) is necessary and sufficient to find an $m \times m$ smooth matrix $\beta(x) = (\beta_1(x) \cdots \beta_m(x))$, defined and invertible for all $x$ in a neighbourhood of $x_0$ and
such that

$$[G\beta_j, \Delta] \subset \Delta, \quad j = 1, \ldots, m.$$ (2.3)

This is not true, in general, if we require $\beta(x)$ to be defined and invertible for all $x \in \mathbb{R}^n$. In this case, as it will be seen, there is a nontrivial topological obstruction: for this reason, following [21], we will say that a distribution $\Delta \subset \mathbb{R}^n$, which satisfies (2.2), is weakly controlled invariant for (3.1.1).

The inclusion (2.2) has a precise meaning in terms of parallel transport. To see this, it is sufficient to restrict our analysis to a neighbourhood $U_p$ of an arbitrary point $p \in \mathcal{L}_x^\Delta$. The corresponding analysis in a global framework goes in the same way, but requires some fundamental concepts from the theory of connections on vector bundles, which go beyond the purposes of these notes (the interested reader is referred to [9agg] and [18]). By Frobenius’ theorem, there exists a change of coordinates $\eta(x) = (T_1(x), T_2(x))^T, \eta(x_0) = 0$, defined in a neighbourhood $U_p' \subset U_p$ of $p$ and such that (2.1.1) has the form

$$\dot{\eta}_1 = f_1(\eta_1, \eta_2) + \sum_{j=1}^m g_{1j}(\eta_1, \eta_2)u_j,$$

$$\dot{\eta}_2 = f_2(\eta_1, \eta_2) + \sum_{j=1}^m g_{2j}(\eta_1, \eta_2)u_j,$$

with $\Delta = \text{span}\{\partial/\partial \eta_1\}$. Moreover, we will assume that $\Delta \cap \mathcal{G} = 0$ (see [DCBT] for a more general setting).

Let us define the following parallelism along leaves of $\Delta$. Let $s : t \rightarrow s(t), 0 \leq t \leq t_1$, be a smooth curve of $\mathcal{L}_x^\Delta \cap U_p'$, $q$ be the dimension of $\Delta(x)$ and $\tilde{Y}$ be a smooth vector field, defined on $U_p'$, which assigns to each point $(\eta_1, \eta_2)$ a vector of $\mathbb{R}^{n-q}$ (thought of as immersed canonically in $\mathbb{R}^n$). We say that $\tilde{Y}$ is parallel along $s$ if $\tilde{Y}(s(0)) = \tilde{Y}(s(t))$ for all $0 \leq t \leq t_1$. This parallelism is independent of the curve chosen in $\mathcal{L}_x^\Delta \cap U_p'$ and can be extended to any smooth curve of $\mathcal{L}_x^\Delta$ (natural parallelism along leaves of $\Delta$) This parallelism can be defined through a connection $\frac{D}{dt}$ such that $D\tilde{Y}/dt$ denotes the last $n-q$ components of $[\tilde{Y}, X]$, with $X \in \Delta$ such that $X(s(t)) = \dot{s}(t)$. It can be shown that $\tilde{Y}$ is parallel (with respect to the connection $\frac{D}{dt}$) if and only if the last $n-q$ components of $[\tilde{Y}, X](\eta_1, \eta_2)$ are identically zero for all $(\eta_1, \eta_2) \in U_p'$. It is easy to see that the vector fields

$$\bar{g}_j(\eta_2) = \left( g_{q \times 1} \right)_{j=1}^m, \quad j = 1, \ldots, m,$$

where $(\eta_{1p}, \eta_{2p})$ denotes the point $p$ in $\eta$–coordinates, are parallel along leaves of $\Delta$. For simplicity of notation, in what follows, we we will think of a vector $d \in \mathbb{R}^{n-q}$ as immersed canonically in $\mathbb{R}^n$. 97
Now, project the subspace \( \mathcal{G} + \Delta \langle \eta_1, \eta_2 \rangle \) along \( \Delta \langle \eta_1, \eta_2 \rangle \) or, equivalently, consider the subspace of \( \mathbb{R}^{n-q} \) spanned by the vectors \( g_{21}(\eta_1, \eta_2), \ldots, g_{2m}(\eta_1, \eta_2) \). It is easy to see that, if (2.2) holds, then at each point \( (\eta_1, \eta_2) \in \mathcal{L}_x^\Delta \cap U'_p \), the subspace spanned by \( g_{21}(\eta_1, \eta_2), \ldots, g_{2m}(\eta_1, \eta_2) \) is independent of the point \( (\eta_1, \eta_2) \) (see [18] for a proof in terms of bundles and connections). We will say in this case that \( \text{span}\{g_{21}, \ldots, g_{2m}\} \) is invariant under parallel transport (on \( \mathcal{L}_x^\Delta \cap U'_p \)). Indeed, let \( q_1 \) and \( q_2 \) be two points of \( \mathcal{L}_x^\Delta \cap U'_p \) and \( s \) be a smooth curve on \( \mathcal{L}_x^\Delta \cap U'_p \), which joins \( q_1 \) to \( q_2 \). Since \( \Delta \cap \mathcal{G} = 0 \), at each \( (\eta_1, \eta_2) \in U'_p \) the vectors \( g_{21}(\eta_1, \eta_2), \ldots, g_{2m}(\eta_1, \eta_2) \) are linearly independent. Now, choose vectors \( \tilde{g}_{m+1}(\eta_2), \ldots, \tilde{g}_{n-q}(\eta_2) \) such that the matrix

\[
(\tilde{g}_1(\eta_2) \cdots \tilde{g}_m(\eta_2) \tilde{g}_{m+1}(\eta_2) \cdots \tilde{g}_{n-q}(\eta_2))
\]

is invertible for all \( \eta_2 \) in a neighbourhood of \( \eta_{2p} \). As a consequence, we have \( g_{2j}(\eta_1, \eta_2) = \sum_{k=1}^{n-q} \gamma_{jk}(\eta_1, \eta_2) \tilde{g}_k(\eta_2) \), \( j = 1, \ldots, m \), with \( \gamma_{jk}(\eta_{1p}, \eta_{2p}) = 0 \) for \( k > m \). Since \( \tilde{g}_1, \ldots, \tilde{g}_{n-q} \) are parallel along leaves of \( \Delta \) or, equivalently, \( \frac{D\tilde{g}_j}{dt}(s(t)) = 0 \) for \( j = 1, \ldots, n - q \), we have

\[
\frac{Dg_{2j}}{dt}(s(t)) = \sum_{k=1}^{n-q} \tilde{\gamma}_{jk}(s(t)) \tilde{g}_k(s(t)), \quad j = 1, \ldots, m.
\]

Since \( [g_j, X] \subset \Delta + \mathcal{G} \) for \( X \in \Delta \), \( \Delta \cap \mathcal{G} = 0 \) and, moreover, \( \frac{D\bar{g}_j}{dt} \) denotes the last \( n - q \) components of \( [g_j, X] \), we obtain

\[
\sum_{k=1}^{n-q} \tilde{\gamma}_{jk}(s(t)) \tilde{g}_k(s(t)) = \sum_{h=1}^{m} \sum_{k=1}^{n-q} \theta_{jh}(s(t)) \gamma_{hk}(s(t)) \tilde{g}_k(s(t)),
\]

\[
\quad j = 1, \ldots, m, \quad k = 1, \ldots, n - q,
\]

where the \( \theta_{jh} \)'s are defined by \( \frac{D\bar{g}_j}{dt}(s(t)) = \sum_{h=1}^{m} \theta_{jh} \bar{g}_{2h} \). Thus, it must be

\[
\tilde{\gamma}_{jk}(s(t)) = \sum_{h=1}^{m} \theta_{jh}(s(t)) \gamma_{hk}(s(t)), \quad j = 1, \ldots, m, \quad k = 1, \ldots, n - q.
\]

Since \( \gamma_{jk}(\eta_{1p}, \eta_{2p}) = 0 \) for \( k > m \), it follows that \( \gamma_{jk}(\eta_1, \eta_2) = 0 \) for \( k > m \) and for all \( (\eta_1, \eta_2) \in s(t) \), which proves the desired result.

An immediate consequence of the above facts is that there exists a smooth matrix \( \beta(\eta) = (\beta_1(\eta) \cdots \beta_m(\eta)) \), defined and invertible for all \( \eta \in U'_p \) and such that

\[
(\tilde{g}_1(\eta_2) \cdots \tilde{g}_m(\eta_2)) = (g_{21}(\eta) \cdots g_{2m}(\eta)) \beta(\eta).
\]
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The vector fields $G_{\beta_j}, j = 1, \ldots, m$, satisfy (2.3) and the matrix $\beta(\eta)$ is defined in a neighbourhood of $p$. If $\eta$ is a global diffeomorphism of $\mathbb{R}^n$, $\beta(\eta)$ is defined for all $\eta \in \mathbb{R}^n$ (see [21] for an extensive study in terms of bundles and basic connections).

We sum up the above results in the following proposition, which will be of much help in the next section.

**Proposition 2.1.** Let $\eta(x) = (\eta_1^T(x) \quad \eta_2^T(x))^T$, $\eta(x_0) = 0$, be a global diffeomorphism of $\mathbb{R}^n$ such that $\Delta = \text{span}\{\partial/\partial \eta_1\}$. Moreover, suppose that $\Delta$ has constant dimension for all $x \in \mathbb{R}^n$ and $\Delta \cap \mathcal{G} = 0$. Then, there exists a matrix $\beta(x) = (\beta_1(x) \cdots \beta_m(x))$, defined and invertible for all $x \in \mathbb{R}^n$, which satisfies (2.3).

### 4.3 Noninteracting control with global stability via static feedback

In what follows, we will denote by *globally invertible* feedback law any feedback law such that $M_{k^*} = \mathbb{R}^{n + nw} \times \mathbb{R}^{mk^*}$ (see section 3.1). Let us consider the class of globally invertible static feedback laws and assume the following.

(A5) The system (3.1.1) has uniform vector relative degree.

Moreover, we will assume that (A2), (A3) and (A4) hold for all $x \in \mathbb{R}^n$.

Under assumption (A5), the feedback law (3.3.1) is defined for all $x \in \mathbb{R}^n$. However, there does not exist, in general, a change of coordinates, defined for all $x \in \mathbb{R}^n$ and such that the system (3.1.1)–(3.3.1), has in these coordinates the form (3.3.8). The following theorem gives necessary and sufficient condition for the existence of such a change of coordinates. We recall that a vector field $X$ is said to be *complete* if its flow $\Phi^X_t(p)$ is defined for all $t \in \mathbb{R}$ and for all $p \in \mathbb{R}^n$.

**Proposition 3.1.** There exists a set of smooth vector fields $X_{ji} \in \mathbb{R}^n$, $j = 1, \ldots, m + 1$, $i = 1, \ldots, t_j$,  

a) linearly independent at each $x \in \mathbb{R}^n$,

b) complete

and such that

c) $[X_{ji}, X_{kh}](x) = 0$ for all $x \in \mathbb{R}^n$, $j, k = 1, \ldots, m + 1$, $i = 1, \ldots, t_j$ and $h = 1, \ldots, t_k$,

d) $\sum_{j \neq i} \mathcal{R}^*_j = \text{span}\{X_{jh} : j \neq i, h = 1, \ldots, t_j\},$
if and only if there exists a change of coordinates \( z(x) = (z_1^T(x) \cdots z_{m+1}^T(x))^T, \) \( z(x_0) = 0, \) defined for all \( x \in \mathbb{R}^n \) and such that \( \Sigma \) is expressed in these coordinates by (3.3.8).

Proof. The necessity is trivial. Following [19] (theorem 1), it is easy to show that, under assumptions a)–c), the map

\[ \Psi : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n, \]

\[ (z, x) \rightarrow \Psi(z, x) = \Phi_{z_1}^{X_{11}} \circ \cdots \circ \Phi_{z_{m+1}}^{X_{m+1,1}} \circ \cdots \circ \Phi_{z_{m+1}}^{X_{m+1,t_{m+1}}} (x), \]

where \( \Phi_{z_{ij}}^{X_{ij}} \) denotes the flow associated to the vector field \( X_{ij}, \) is a global diffeomorphism for each fixed \( x \in \mathbb{R}^n. \) Moreover, if \( \Psi_x = \Psi|_{\mathbb{R}^n \times \{x\}}, \) it follows that

\[ (\Psi_0)^* (\frac{\partial}{\partial z_{ji}}) = X_{ji}, \quad j = 1, \ldots, m + 1, \quad i = 1, \ldots, t_j. \]

Thus \( \Psi_0^{-1} : \mathbb{R}^n \rightarrow \mathbb{R}^n \) is the desired change of coordinates. \( \Box \)

It is important to note that the vector fields \( X_{ji} \) are not necessarily of the form (3.4.23).

Reasoning as in section 3.3, we can prove the following result, which gives a necessary and sufficient condition to solve GNSS for the class of systems considered.

**Theorem 3.2.** Let us consider the class of globally invertible static feedback laws and assume that (A2) and (A3) hold for all \( x \in \mathbb{R}^n. \) Moreover, assume that (A5) holds and (3.1.1) admits the global decomposition (3.3.8). Then, NGSS is solvable if

a) each system (3.3.10) is globally asymptotically stabilizable at the origin through a feedback law of the form

\[ u_i = \alpha_i(x_i), \quad i = 1, \ldots, m. \]

If, in addition, the distributions \( \langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span}(\tilde{g}_i) \rangle, \) \( i = 1, \ldots, m, \) have constant dimension for all \( x \in \mathbb{R}^n, \) then a) holds if NGSS is solvable. In particular, the dynamics (3.3.9) is globally asymptotically stable at the origin and each system (3.3.10) is globally asymptotically stabilizable at the origin via static feedback. \( \Box \)

**Remark 3.3.** The system (3.3.8) is unique up to global changes of coordinates and globally invertible static feedback transformations. As such, it can be uniquely associated to a given system (3.1.1) which satisfies the assumptions of proposition 3.2. Its stabilizability properties are independent of the feedback law chosen to obtain it. \( \Box \)
Remark 3.4. Condition a) of theorem 3.2 amounts to globally asymptotically stabilize (3.3.8) at the origin, while preserving its decoupled structure. The global stabilization of interconnected systems of the form (3.3.8) has been widely investigated in [11]–[12], [79]–[81] and [84]–[85]. □

4.4 Noninteracting control with global stability via dynamic feedback

In this section we will see how the results of section 4.2 can be used to solve NGSD for the class of systems (3.1.1), which satisfy assumptions (A2), (A3) and (A4) for all $x \in \mathbb{R}^n$, assumption (A5) and admit the global decompositions (3.4.4)–(3.4.5) and (3.4.21). We will not spend more words on these assumptions, since essentially the same remarks of chapter 2 hold.

Under the above assumptions and following section 3.4.2, it is easy to show that, if NGSD is solvable, then the (globally defined) systems (3.4.7) and (3.4.8) must be globally asymptotically stable at the origin and, respectively, globally asymptotically stabilizable at the origin. The systems (3.4.7) and (3.4.8) are uniquely (up to global changes of coordinates and globally invertible static feedback transformations) associated to a given system (3.1.1), which satisfies assumptions (A2), (A3), (A4) for all $x \in \mathbb{R}^n$, assumption (A5) and admits the global decompositions (3.4.4)–(3.4.5) and (3.4.21).

Conversely, in the remaining part of the section we will prove that, if (3.4.7) is globally asymptotically stable at the origin, if each system (3.4.8) is globally asymptotically stabilizable at the origin and if, in addition, some convergent–input–convergent–state–like assumptions are satisfied, then NGSD is solvable.

For, assume that (3.4.7) is globally asymptotically stable at the origin and each system (3.4.8) is globally asymptotically stabilizable at the origin. If, in addition, we assume that the system

$$
\dot{x}_{m+1,2} = \tilde{f}_{m+1,2}(x_1, \ldots, x_m, x_{m+1,1}, x_{m+1,2}) + \sum_{j=1}^{m} g_{m+1,2j}(x_1, \ldots, x_m, x_{m+1,1}, x_{m+1,2})u_j
$$

(4.1)
is convergent input convergent state, then, by reasoning as in section 3.4.2 and from proposition 0.2, it follows that, in order to solve NGSD for (3.3.7), we can assume without loss of generality that $\Delta_{\text{MIX}} = 0$. Moreover, in what follows we will assume that

(A6) the vector fields $X_{ik}$ of the form (3.4.23) are complete.
This assumption is quite strong, in general, and ensures the existence of certain global decompositions (see the proof of the forthcoming lemma 4.1). Actually, as it will be clear later (lemma 4.6), it is sufficient to assume that there exist $s_i$ vector fields $X_{i1}, \ldots, X_{is_i}$ of the form (3.4.23), complete and linearly independent at each $x \in \mathbb{R}^n$.

If we define
\[
\varphi_i(x) = \begin{pmatrix} z^i_1(x) \\ z^i_2(x) \\ \vdots \\ z^i_n(x) \end{pmatrix}, \quad \bar{\varphi}_i(x) = z^i_2(x),
\]
where $z^i_j(x)$ are defined as in section 3.4.3, obviously we have $\mathcal{R}_{i}^* = \text{span}\{\partial/\partial \varphi_i\}$. If $n_i$ and $n_0$ are the dimensions of the vectors $x_i$ and $x_{m+1,1}$ respectively, let $\psi_i : \mathbb{R}^{n_i+n_0} \to \mathbb{R}^{s_i}$ and $\bar{\psi}_i : \mathbb{R}^{n_i+n_0} \to \mathbb{R}^{n_i+n_0-s_i}$ be the smooth mappings defined as
\[
\psi_i(x, x_{m+1,1}) = \varphi_i(x) \big|_{x_j=0} \quad \text{for } j \notin \{i, (m+1,1)\}, \quad \bar{\psi}_i(x, x_{m+1,1}) = \bar{\varphi}_i(x) \big|_{x_j=0} \quad \text{for } j \notin \{i, (m+1,1)\}.
\]
Moreover, since by assumption $z^i(x)$ (see section 3.4.3 for definition) is a global diffeomorphism of $\mathbb{R}^n$, it easily follows that $x_i$ and $x_{m+1,1}$ can be uniquely expressed as smooth functions of $\psi_i$ and $\bar{\psi}_i$ as
\[
x_i = \xi_i(\psi_i, \bar{\psi}_i), \quad x_{m+1,1} = \bar{\xi}_i(\psi_i, \bar{\psi}_i).
\]
From (4.2) and (4.3), since $\tilde{g}_i \in \bigcap_{j \neq i} \sum_k \mathcal{R}^*_k$ and $\tilde{f}(x_0) = 0$, it is possible to define the following vector fields
\[
f_i^* (\psi_i, \bar{\psi}_i) = (\psi_i)_{*x} (\tilde{f} \big| \sum_{k \neq j} \mathcal{R}^*_k (x)) \big|_{x_i=\xi_i(\psi_i, \bar{\psi}_i), x_{m+1,1}=\bar{\xi}_i(\psi_i, \bar{\psi}_i)},
\]
\[
g_i^* (\psi_i, \bar{\psi}_i) = (\psi_i)_{*x} (\tilde{g}_i \big| \sum_{k \neq j} \mathcal{R}^*_k (x)) \big|_{x_i=\xi_i(\psi_i, \bar{\psi}_i), x_{m+1,1}=\bar{\xi}_i(\psi_i, \bar{\psi}_i)},
\]
\[
i = 1, \ldots, m.
\]
Moreover, let
\[
g_{m+i,k}^*(\psi_i, \bar{\psi}_i) = (\psi_i)_{*x} (T_{ik} \big| \sum_{j \neq k} \mathcal{R}^*_j (x)) \big|_{x_i=\xi_i(\psi_i, \bar{\psi}_i), x_{m+1,1}=\bar{\xi}_i(\psi_i, \bar{\psi}_i)},
\]
\[
i = 1, \ldots, m, k = 1, \ldots, n_0,
\]
where the $T_{ik}$’s are vector fields of $\mathbb{R}^n$, defined in the following lemma.
Lemma 4.1. Assume that (3.1.1) satisfies assumptions (A2), (A3) and (A4) for all $x \in \mathbb{R}^n$, assumption (A5) and admits the global decompositions (3.4.4)–(3.4.5) and (3.4.21). Then, there exist vector fields $T_{ik}$, $i = 1, \ldots, m$, $k = 1, \ldots, n_0$, defined and linearly independent at each $x \in \mathbb{R}^n$ and satisfying the following properties:

a) $\text{span}\{T_{i1}, \ldots, T_{in_0}\} = \mathbb{R}^*$,

b) each component of $T_{ik}(x)$ is a function only of $x_i$ and $x_{m+1,1}$,

c) $[X_{ih}, T_{ik}](x) = 0$ for all $x \in \mathcal{L}_{x_0}^{x_{i+1,k}}$ and for any vector field $X_{ih}$ of the form (3.4.23).

Remark 4.2. Lemma 4.1 does not follow from proposition 3.1, since the vector fields $X_{ji}$ of proposition 3.1 do not satisfy, in general, either a) or b) of lemma 4.1. □

Proof (of lemma 4.1). The proof uses the results of section 4.2. Indeed, for each $i \in \{1, \ldots, m\}$ let us consider the extended system (2.4.25) with $w = w_i = (\lambda_i^T \ \mu_i^T)^T$, $\lambda_i \in \mathbb{R}^{n_i}$ and $\mu_i \in \mathbb{R}^{n_0}$. Now, in a neighbourhood $U_p$ of an arbitrary point $p \in \mathbb{R}^n$ consider a set of linearly independent vector fields $X_{i1}, \ldots, X_{is_i}$ of the form (2.4.23) such that $\mathcal{R}_i^e = \text{span}\{X_{i1}, \ldots, X_{is_i}\}$ (note that we are not requiring that the vector fields $X_{i1}, \ldots, X_{is_i}$ be linearly independent at each $x \in \mathbb{R}^n$). Correspondingly, define a distribution $\mathcal{R}_i^e \subset \mathbb{R}^{n+n^w}$ as follows. Let

$$X_{ik}(x^e) = \left( \begin{array}{c} X_{ik}(x) \\ X_{ik}^*(x_i, \mu_i) \end{array} \right), \quad k = 1, \ldots, s_i$$

where

$$X_{ik}^*(x_i, \mu_i) = \left( \begin{array}{c} Y_{ik}(x) \\ Z_{ik}(x) \end{array} \right) \bigg|_{x_j = 0 \text{ for } j \notin \{i, (m+1,1)\}; x_{m+1,1} = \mu_i},$$

and define

$$\mathcal{R}_i^e = \text{span}\{X_{ik}^e : k = 1, \ldots, s_i\}.$$ 

By reasoning as in remark 3.4.9, it is easy to realize that $\mathcal{R}_i^e$ does not depend on the choice of the vector fields $X_{i1}, \ldots, X_{is_i}$ and, thus, its definition is consistent for overlapping neighbourhoods of two different points $p, q \in \mathbb{R}^n$. As in section 3.4.3, it can be proved that the distribution $\mathcal{R}_i^e$ is involutive and has constant dimension $s_i$. Moreover,

$$\left[ \mathcal{R}_i^e, \frac{\partial}{\partial \mu_i} \right] \subset \mathcal{R}_i^e + \text{span}\{\frac{\partial}{\partial \mu_i}\},$$

$$\mathcal{R}_i^e \cap G^w = 0.$$

Suppose for a moment that there exists a global diffeomorphism $\eta_i : \mathbb{R}^{n+n^w} \to \mathbb{R}^{n+n^w}$, $\eta_i(x^e) = (\eta_{i1}^T(x^e) \ \eta_{i2}^T(x^e))^T$, $\eta_i(x^e_0) = 0$, such that $\mathcal{R}_i^e = \text{span}\{\partial/\partial \eta_{i1}\}$. From theorem 103.
2.1 and (4.4) it follows that there exists a \( n^w \times n^w \) matrix \( \beta^e(x^e) \), with smooth entries, defined and invertible at each \( x^e \in \mathbb{R}^{n^w} \), such that

\[
[X_{ik}^e, \left( \frac{\partial}{\partial \mu_i} \right) \beta^e] \in \mathcal{R}_i^e, \tag{4.5}
\]

for all \( X_{ik}^e \in \mathcal{R}_i^e \). Moreover, by using lemma 3.4.13, it is not hard to show that \( \beta^e(x^e) \) can be chosen to be a function only of \( x_i \) and \( \mu_i \). Since \( \mathcal{R}_i^e \cap G^w = 0 \) and from (4.5), it follows in particular that \( [X_{ik}^e, \left( \frac{\partial}{\partial \mu_i} \right) \beta^e](x^e) = 0 \) for all \( x^e \in \mathbb{R}^{n^w} \). By straightforward computations, if we define

\[
\beta(x_i, x_{m+1,1}) = \beta^e(x^e) \bigg|_{\mu_i = x_{m+1,1}},
\]

it can be checked that \( [X_{ik}, \frac{\partial}{\partial x_{m+1,1}} \beta](x) = 0 \) for \( x \in \bigcup_{x^e \in \mathcal{R}_i^e} \mathcal{R}_k^e \). Thus, we can define \( T_{ik}(x) \) as the \( k \)-th column of the matrix

\[
\begin{pmatrix}
0_{(n-n_0) \times n_0} \\
\beta(x_i, x_{m+1,1})
\end{pmatrix}.
\]

The proof of the lemma is complete if we show that there exists a global diffeomorphism \( \eta_i(x^e) = (\eta_{i1}^e(x^e) \eta_{i2}^e(x^e))^T \), with \( \eta_i(x_0^e) = 0 \), such that \( \mathcal{R}_i^e = \text{span}\{\partial/\partial \eta_{i1}\} \).

To this end, define the following mapping (depending on \( i \))

\[
\delta : \mathbb{R}^{n^w} \to \mathbb{R}^{n+n^w},
\]

\[
x^e = \begin{pmatrix}
x_1 \\
\vdots \\
x_m \\
x_{m+1,1}
\end{pmatrix}
\rightarrow
\begin{pmatrix}
\psi_i^e(x_i, \mu_i) \\
\psi_i^e(x_i, \mu_i) \\
x_1 \\
\vdots \\
x_{i-1} \\
x_i+1 \\
\vdots \\
x_m \\
\lambda_i - x_i \\
x_{m+1,1}
\end{pmatrix},
\tag{4.6}
\]

where \( \psi_i^e : \mathbb{R}^{n_i+n_0} \to \mathbb{R}^{n^w} \) and \( \tilde{\psi}_i^e : \mathbb{R}^{n_i+n_0} \to \mathbb{R}^{n^w} \) are smooth mappings defined as

\[
\psi_i^e(x^e) = \psi_i(x) \bigg|_{x_{m+1,1} = \mu_i},
\]

\[
\tilde{\psi}_i^e(x^e) = \tilde{\psi}_i(x) \bigg|_{x_{m+1,1} = \mu_i}.
\]
By direct inspection of (4.6), it follows that $\delta$ is a global diffeomorphism of $\mathbb{R}^{n+n^w}$. Moreover, let $\sigma_i$ be the projection

$$\sigma_i : \mathbb{R}^{n+n^w} \rightarrow \mathbb{R}^{s_i},$$

$$x^e \mapsto \sigma_i(x^e) = \psi_i^*(x_i, \mu_i).$$  \hfill (4.7)

It can be easily seen that the restriction of $\sigma_i$ to $L^{R_{x_0}}_{x_i}$ is a diffeomorphism onto. Indeed, reasoning as in the proof of proposition 3.4.16, we conclude that $x_{m+1,1} = \mu_i$ and $x_i = \lambda_i$ on $L^{R_{x_0}}_{x_i}$. This, together with the definition of $\psi_i^*$ and $\bar{\psi}_i^*$, implies our thesis.

In the same way, it can be proved that also the restriction of $\sigma_i$ to $L^{R_{x_0}}_{x^e}$, where $x^e$ is any point of $\mathbb{R}^{n+n^w}$, which satisfies the following constraints

$$x_j = 0, \quad j \notin \{i, (m + 1, 1)\},$$

$$x_i = \lambda_i,$$

$$x_{m+1,1} = \mu_i,$$

is a diffeomorphism onto. Now, consider an arbitrary point $\tilde{x}^e \in \mathbb{R}^{n+n^w}$

$$\tilde{x}^e = (\tilde{x}_1, \ldots, \tilde{x}_{i-1}, \tilde{x}_i, \tilde{x}_{i+1}, \ldots, \tilde{x}_{m+1,1}, \tilde{\lambda}_i, \tilde{\mu}_i)$$

and, correspondingly, define

$$\bar{x}^e = (0, \ldots, 0, \tilde{x}_i, 0, \ldots, \tilde{\mu}_i, \tilde{\lambda}_i, \tilde{\mu}_i).$$

As already pointed out above, the map $\bar{\sigma}_i : \sigma_i \mid L^{R_{x_0}}_{x^e} \rightarrow \mathbb{R}^{s_i}$ is a diffeomorphism onto. First, we will use this fact to show that $\bar{\sigma}_i : \sigma_i \mid L^{R_{x_0}}_{x^e} \rightarrow \mathbb{R}^{s_i}$ is onto as follows. Let $\bar{x}^e$ be the inverse image under $\bar{\sigma}_i$ of an arbitrary point of $\mathbb{R}^{s_i}$. By Chow’s theorem (see [14] or [55], lemma 3.1.10), we can join $\bar{x}^e$ to $\bar{x}^e$ by means of a concatenation of integral curves of the vector fields $X_{ik}^e$, $k = 1, \ldots, s_i$. In particular, the differential equations

$$\dot{x}_i = Y_{ik},$$

$$\dot{\mu}_i = Z_{ik}(0, \ldots, x_i, 0, \ldots, \mu_i),$$  \hfill (4.14)

describe uniquely the components $x_i$ and $\mu_i$ of such integral curves, once an initial condition is given. If we replace the initial condition $\bar{x}^e$ with $\tilde{x}^e$, the differential equations (4.14) have the same initial conditions. Since the right–hand part of these equations depends only on $x_i$ and $\mu_i$ and the vector fields $X_{ik}$ are complete, the components $x_i$ and $\mu_i$ will be left unchanged if we replace the initial condition $\bar{x}^e$ by $\tilde{x}^e$. Since the image of $\sigma_i$ depends
only on \( x_i \) and \( \mu_i \), clearly there exists a point \( \bar{x}^e \in \mathcal{L}^R_{x} \) such that \( \bar{\sigma}_i(\bar{x}^e) = \bar{\sigma}_i(x^e) \). This exactly amounts to \( \bar{\sigma}_i \) being surjective.

Next, we show that \( \bar{\sigma}_i \) is a diffeomorphism by first showing that the map \( g_i = (\bar{\sigma}_i)^{-1} \circ \bar{\sigma}_i : \mathcal{L}^R_{x} \to \mathcal{L}^R_{x} \) is a covering map ([7], pp. 100–104). For, fix \( q_0 \in \mathcal{L}^R_{x} \) and consider \( q_j \in g_i^{-1}(q_0) \subset \mathcal{L}^R_{x} \) for \( j \in I \), where \( I \) is some index set. Let us introduce the following maps

\[
\delta_{10} : (-\varepsilon, \varepsilon)^{s_i} \to \mathcal{L}^R_{x},
( t_1, \ldots, t_{s_i} ) \mapsto \Phi_{t_1}^{X_{i_1}} \circ \cdots \circ \Phi_{t_{s_i}}^{X_{i_{s_i}}}(q_0),
\]

\[
\delta_{ij} : (-\varepsilon, \varepsilon)^{s_i} \to \mathcal{L}^R_{x},
( t_1, \ldots, t_{s_i} ) \mapsto \Phi_{t_1}^{X_{i_1}} \circ \cdots \circ \Phi_{t_{s_i}}^{X_{i_{s_i}}}(q_j)
\]

for some \( \varepsilon > 0 \). It is well–known ([7], theorem 4.12) that \( \varepsilon > 0 \) can be chosen sufficiently small in such a way that \( \delta_{10} \) is a diffeomorphism onto its image.

Now, let \( V_j = \delta_{ij}((-\varepsilon, \varepsilon)^{s_i}) \). The vector fields \( X_{i_1}, \ldots, X_{i_{s_i}} \) can be constructed in such a way to be linearly independent at each \( x^e \in V_0 \cup (\cup \alpha V_\alpha) \). As a matter of fact, as it will be shown in a moment, the components \( x_i \) and \( \mu_i \) of \( q_0 \) and \( q_j \), \( j \in I \), respectively, are equal, which implies that the vectors \( X_{i_k}(x^e) \) are linearly independent at each \( x^e \in \cup \alpha V_\alpha \), if they are such at each \( x^e \in V_0 \). Thus, it suffices to construct \( X_{i_1}, \ldots, X_{i_{s_i}} \) linearly independent at each \( x^e \in V_0 \). Note also that \( \psi_{i0} \) and \( \psi_{ij} \), \( j = 1, \ldots, m \), are defined for the same \( \varepsilon \), which is possible by completeness of the vector fields \( X_{ik}, k = 1, \ldots, s_i \).

We will prove that \( V_j \) is open in \( \mathcal{L}^R_{x} \) and \( g_i \) is a diffeomorphism of \( V_j \) onto \( V_0 \). Indeed, denote by \( x_i(x^e) \) and \( \mu_i(x^e) \) the components \( x_i \) and \( \mu_i \), respectively, of \( x^e \). We claim that \( \mu_i(q_0) = \mu_i(q_j) \) and \( x_i(q_0) = x_i(q_j) \) for \( j \in I \). As a matter of fact, by definition of \( q_j \) and \( g_i \), it follows that \( \psi_{i0}(q_0) = \psi_{i0}(q_j) \) for \( j \in I \). Moreover, \( L_{X_{ik}} \tilde{\psi}_i^*(x^e) = 0 \) for all \( x^e \), since \( L_{X_{ik}} \tilde{\varphi}_i(x) = 0 \) for all \( x \in \mathbb{R}^n \). Thus, \( \tilde{\psi}_i^*(q_0) = \tilde{\psi}_i^*(q_j) \) for \( j \in I \), since \( \tilde{\psi}_i^* \) is constant along leaves of \( \mathcal{R}_i^e \) and \( \tilde{\psi}_i^* \) has the same value at \( \bar{x}^e \) and \( x^e \). From (4.2), it follows our claim. We conclude that

\[
\sigma_i \circ \delta_{10}(t_1, \ldots, t_{s_i}) = \sigma_i \circ \delta_{ij}(t_1, \ldots, t_{s_i}) \quad i = 1, \ldots, m
\]

for all \( (t_1, \ldots, t_{s_i}) \in (-\varepsilon, \varepsilon)^{s_i} \). Since \( \bar{\sigma}_i \) and \( \delta_{10} \) are diffeomorphisms, so is \( \delta_{ij} \) and \( V_j \) is open.

Moreover, \( g_i^{-1}(V_0) = \cup_{j \in I} V_j \). Indeed, suppose that there exists \( p \in g_i^{-1}(V_0) \) but \( p \notin V_\alpha \) for any \( \alpha \in I \). Thus, \( g_i(p) \in V_0 \), which implies \( g_i(p) = \delta_{10}(t_1, \ldots, t_{s_i}) \) for some \( (t_1, \ldots, t_{s_i}) \in (-\varepsilon, \varepsilon)^{s_i} \). Consider the point \( q_\alpha = \Phi_{-t_1}^{X_{i_1}} \circ \cdots \circ \Phi_{-t_{s_i}}^{X_{i_{s_i}}}(p) \). Clearly, \( \psi_{i0}(q_\alpha) = \psi_{i0}(q_0) \) and, consequently, \( g_i(q_\alpha) = q_0 \), which implies \( p \in V_\alpha \). This clearly gives a contradiction.
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Since the open sets $V_j$, $j \in I$, can be taken disjoint, by making $V_0$ smaller if necessary, it follows that $\varrho_i$ is a covering map. Since $L_{x^i}^{R^i}$ is simply connected (being diffeomorphic to $\mathbb{R}^s$), we conclude that $\varrho_i$ and, thus, $\tilde{\sigma}_i$ is a diffeomorphism (see [7], pp. 286–292).

Since the restriction of $\sigma_i$ to $L_{x^i}^{R^i}$ is a diffeomorphism onto, $\eta_{i1} = \sigma_i(x^e)$ is a set of global coordinates for $L_{x^i}^{R^i}$. As a consequence, the intersection between each leaf of $R_i^c$ and the smooth manifold $\psi^*_i(x^e) = 0$ is unique. We choose this intersection as the coordinate $\eta_{i2}$. Correspondingly, we obtain a smooth (possibly vector–valued) function

$$\psi^*_0(\psi^*_i, \bar{\psi}^*_i, x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, -x_i + \lambda_i, x_{m+1})$$

such that its level sets describe the leaves of $R_i^c$. Now, consider the map (depending on $i$)

$$\eta : \mathbb{R}^{n+n^w} \to \mathbb{R}^{n+n^w},$$

$$\begin{pmatrix} \psi^*_i \\ \bar{\psi}^*_i \\ x_1 \\ \vdots \\ x_{i-1} \\ x_{i+1} \\ \vdots \\ x_m \\ \lambda_i - x_i \\ x_{m+1} \end{pmatrix} \mapsto \begin{pmatrix} \psi^*_0(\psi^*_i, \bar{\psi}^*_i, x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, -x_i + \lambda_i, x_{m+1}) \end{pmatrix}.$$ 

and, for simplicity, denote $(\bar{\psi}^*_i, x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, \lambda_i - x_i, x_{m+1})$ by $\theta$. If we show that

$$\eta_{*}(\psi^*_i, \theta) : T(\psi^*_i, \theta) \mathbb{R}^{n+n^w} \to T(\psi^*_i, \bar{\psi}^*_i) \mathbb{R}^{n+n^w}$$

is an isomorphism for all $(\psi^*_i, \theta)$, it immediately follows that $\eta$ is a diffeomorphism onto and the lemma is proved.

For, assume for simplicity that $\psi^*_i$ and $\theta$ are real–valued functions (the general case goes in the same way). Given $q_2 = (\psi^*_i, \theta)$, let $q_1$ be the intersection between $L_{q_2}$ and the smooth manifold $\psi^*_i = 0$. Since $\sigma_i$ is a diffeomorphism when restricted to $L_{q_2}$, it follows that $\eta_{*q_2} : R^c_i(q_2) \to T_{\eta(q_2)} R^{\psi^*_i}$ is an isomorphism. Let

$$e_{\psi^*_i} = \eta_{*q_2}^{-1}\left(\frac{\partial}{\partial \psi^*_i}(\eta(q_2))\right),$$

and $e_{\theta}$ be any vector linearly independent from $e_{\psi^*_i}$. Choose any smooth curve $\sigma$, $t \to \sigma(t)$, $t \geq 0$ and $\sigma(t) \in \mathbb{R}^{n+n^w}$, such that $\sigma(0) = q_2$, $\dot{\sigma}(0)$ is nonzero and parallel to the vector $e_{\theta}$. By definition of tangent vector and $\eta_*$, we have

$$\eta_{*q_2} e_{\theta} = \left(\frac{d}{dt} (\eta \circ \sigma)\right)_{t=0}.$$
Since by construction the last component of \( \left( \frac{df}{dt}(\eta \circ \varphi) \right) \big|_{t=0} \) is nonzero, \( \eta_{s \sigma_2} \left( e_{\psi_i} \quad e_{\theta} \right) \) is nonsingular. Since also \( \left( e_{\psi_i} \quad e_{\theta} \right) \) is nonsingular, \( \eta_{s \sigma_2} \) is an isomorphism. \( \square \)

Now, assume that each system \((3.4.8)\) is globally asymptotically stabilizable at the origin. Since \( x_j = 0, \ j \notin \{i, (m + 1, 1)\} \), for \( x \in L_{x_0}^{\mathbb{R}} \) and \( \bar{\varphi}_i(x) = 0 \) for \( x \in L_{x_0}^{\mathbb{R}} \), the system

\[
\dot{\psi}_i = f_i^*(\psi_i, 0) + g_i^*(\psi_i, 0)u_i
\]

is diffeomorphic to \((3.4.8)\). Let

\[
\begin{align*}
    u_i &= \eta_i(\psi_i, \xi_i), \\
    \dot{\xi}_i &= \zeta_i(\psi_i, \xi_i),
\end{align*}
\]

be a feedback law which globally asymptotically stabilizes \((4.8)\) at the origin, with \( \eta_i(0, 0) = 0 \) and \( \zeta_i(0, 0) = 0 \). In what follows, we assume that also the system

\[
\begin{align*}
    \dot{\psi}_i &= f_i^*(\psi_i, \bar{\psi}_i) + g_i^*(\psi_i, \bar{\psi}_i)\eta_i(\psi_i, \xi_i) + \sum_{j=m+1}^{2m} g_j^*(\psi_i, \bar{\psi}_i)u_j, \\
    \dot{\xi}_i &= \zeta_i(\psi_i, \xi_i),
\end{align*}
\]

is convergent input convergent state. Note that this property may depend on the feedback law \((4.9)\) and on the vector fields \( g_j^*(\psi_i, \bar{\psi}_i), j = 1, \ldots, 2m \) (or, which is the same, on the vector fields \( T_{ik}'s \)).

To prove that the above assumptions are sufficient to solve NGSD, we proceed according to the same strategy used to solve NLSD.

The distributions \( R_{e1}^i, \ldots, R_{en}^i \) are defined as follows. Given a point \( \hat{x} \in \mathbb{R}^n \), choose vector fields \( X_{i1}, \ldots, X_{ins} \) of the form \((3.4.23)\), which are linearly independent at each \( x \) in a neighbourhood of \( \hat{x} \) and span \( R_i^* \). Correspondingly, define \( R_i^e \) as in \((2.4.27)\). The definition of \( R_i^e \) is consistent for overlapping neighbourhoods of two different points \( \hat{x}_1, \hat{x}_2 \in \mathbb{R}^n \) (see the proof of lemma 4.1).

The distributions \( R_{e1}^i, \ldots, R_{en}^i \) are involutive and controlled invariant for \((3.4.25)\). The following proposition extends proposition 3.4.13 to a global setting.

**Proposition 4.3.** There exists a globally invertible feedback law \( u^e = \alpha^e(x^e) + \sum_{j=1}^{2m} \beta^e_j(x^e)v^e_j \), with \( \alpha^e(x^e_0) = 0 \), such that

\[
\begin{align*}
    [\tilde{f}^e, R_i^e] &\subset R_i^e, & i = 1, \ldots, m, \\
    [\tilde{g}^e_j, R_i^e] &\subset R_i^e, & j = 1, \ldots, 2m, i = 1, \ldots, m,
\end{align*}
\]

and \( \tilde{g}_i^e = X_{i1}^e \) for \( i = 1, \ldots, m \). \( \square \)
Proof. An explicit expression of $\alpha^e(x^e)$ is given by

$$\alpha^e(x^e) = \begin{cases} 0_{m \times 1} & \tilde{f}_1(x_1) \\ \tilde{f}_{m+1,1}(x) & \text{for } j \notin \{1,(m+1,1)\}, x_{m+1,1} = \mu_1 \\ \vdots & \\ \tilde{f}_m(x_m) & \text{for } j \notin \{m,(m+1,1)\}, x_{m+1,1} = \mu_m \end{cases}$$

(see remark 3.4.14). Moreover, it can be easily seen that, if

$$\beta^e_i(x_i, \mu_i) = \beta_i(x_i, x_{m+1,1}) \bigg|_{x_{m+1,1} = \mu_i},$$

where $\beta_i(x_i, x_{m+1,1})$ is defined as in the proof of lemma 4.1, the following vector fields

$$\tilde{g}^e_{m+j} = \begin{pmatrix} 0_{n \times n_j} & 0_{n \times n_0} \\ 0_{(n_1+n_0) \times n_j} & 0_{(n_1+n_0) \times n_0} \\ \vdots & \vdots \\ 0_{(n_{j-1}+n_0) \times n_j} & 0_{(n_{j-1}+n_0) \times n_0} \\ I_{n_j \times n_j} & 0_{n_j \times n_0} \\ 0_{n_0 \times n_j} & \beta^e_j(x_j, \mu_j) \\ 0_{(n_{j+1}+n_0) \times n_j} & 0_{(n_{j+1}+n_0) \times n_0} \\ \vdots & \vdots \\ 0_{(n_{m}+n_0) \times n_j} & 0_{(n_{m}+n_0) \times n_0} \end{pmatrix}, \quad j = 1, \ldots, m, \quad (4.13)$$

satisfy (4.12). From (4.13) we obtain the expression of $\beta^e_{m+1}(x^e), \ldots, \beta^e_{2m}(x^e)$. On the other hand, $\beta_i(x^e), i = 1, \ldots, m$, can be chosen as in proposition 3.4.13. Moreover, the matrix ($\beta^e_1(x^e) \cdots \beta^e_{2m}(x^e)$) is invertible for all $x^e \in \mathbb{R}^{n+n^w}$ by construction. \qed

By plugging the feedback law $u^e = \alpha^e(x^e) + \sum_{j=1}^{2m} \beta^e_j(x^e)v^e_j$ into (3.4.25), we obtain (3.4.51).

Proposition 4.4. There exists a feedback law of the form (2.4.52), defined for all $(x^e, \eta^e_i)$ and such that the system (3.4.51)–(3.4.52) is globally asymptotically stable at the origin, noninteractive and has uniform vector relative degree. \qed

Proof. First, we will show that there exists a change of coordinates

$$z^e = (z^e_1)^T(x^e) \cdots (z^e_{m+1})^T(x)$$
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with \( z^e(x^e_0) = 0 \), defined for all \( x^e \in \mathbb{R}^{n+n^w} \) and such that (2.4.51) is expressed in \( z^e \)–coordinates by (3.4.53). For, define the following mapping

\[
\delta : \mathbb{R}^{n+n^w} \to \mathbb{R}^{n+n^w},
\]

\[
x^e = \begin{pmatrix}
x_1 \\
\vdots \\
x_m \\
x_{m+1,1} \\
\lambda_1 \\
\mu_1 \\
\vdots \\
\lambda_m \\
\mu_m 
\end{pmatrix} \mapsto \begin{pmatrix}
\psi^*_1(x_1, \mu_1) \\
\vdots \\
\psi^*_m(x_m, \mu_m) \\
\psi^*_1(x_1, \mu_1) \\
\vdots \\
\bar{\psi}^*_1(x_1, \mu_1) \\
\bar{\psi}^*_m(x_m, \mu_m) \\
\lambda_1 - x_1 \\
\vdots \\
\lambda_m - x_m \\
x_{m+1,1}
\end{pmatrix},
\]

where \( \psi^*_i \) and \( \bar{\psi}^*_i \) are defined as in lemma 4.1. Reasoning as in the proof of lemma 4.1, we can show that there exists a global diffeomorphism \( z^e(x^e) = ((z^e)^T(x^e) \cdots z^e_{m+1})^T(x^e) \), \( z^e(x^e_0) = 0 \), such that \( R^e_i = \text{span}\{\partial/\partial z^e_i\}, i = 1, \ldots, m \). From here, with proposition 0.2 in mind, we can proceed as in the proof of proposition 3.4.16, once we prove that for each system

\[
\dot{z}^e_i = \tilde{f}^e_i(z^e_i, z^e_{m+1}) + \tilde{g}^e_{ii}(z^e_i, z^e_{m+1})v^e_i + \sum_{j=m+1}^{2m} \tilde{g}^e_{ij}(z^e_i, z^e_{m+1})v^e_j
\]

(4.15)

there exists a feedback law

\[
v^e_i = \eta_i(z^e_i, \xi_i), \quad \dot{\xi}_i = \zeta_i(z^e_i, \xi_i)
\]

(4.16)

such that

\[
\dot{z}^e_i = \tilde{f}^e_i(z^e_i, 0) + \tilde{g}^e_{ii}(z^e_i, 0)\eta_i(z^e_i, \xi_i), \quad \dot{\xi}_i = \zeta_i(z^e_i, \xi_i),
\]

(4.17)

is globally asymptotically stable at the origin and

\[
\dot{z}^e_i = \tilde{f}^e_i(z^e_i, z^e_{m+1}) + \tilde{g}^e_{ii}(z^e_i, z^e_{m+1})\eta_i(z^e_i, \xi_i) + \sum_{j=m+1}^{2m} \tilde{g}^e_{ij}(z^e_i, z^e_{m+1})v^e_j, \quad \dot{\xi}_i = \zeta_i(z^e_i, \xi_i)
\]

(4.18)

is convergent input convergent state.

Indeed, note that the coordinates \( \bar{\psi}^*_1, \ldots, \bar{\psi}^*_m, \lambda_1 - x_1, \ldots, \lambda_m - x_m \) can be chosen as part of the coordinates \( \psi^*_0 \) (see proof of lemma 4.1), since \( L_{X_{ik}} \bar{\psi}^*_j(x^e) = 0 \) and
\[ L x^e_{ik} \lambda_j(x^e) = L x^e_{ik} x_j(x^e) \text{ for all } x^e, i, j = 1, \ldots, m \text{ and for all } X^e_{ik} \in R^e_i. \] Moreover, let \( \varphi^e = z^e(x^e) \). From the structure of \( \alpha^e(x^e) \) and \( \beta^e(x^e) \) (see proposition 4.3) and (4.3), it follows that (4.15) is given in explicit terms by

\[
\psi^*_i = (\psi^*_i)_{x^e}(\tilde{f}^e(x^e))_{x^e=(z^e)^{-1}(\varphi^e)} + \left( (\psi^*_i)_{x^e}(\tilde{g}^e_i(x^e))_{x^e=(z^e)^{-1}(\varphi^e)} \right) v^e + \\
\sum_{j=m+1}^{2m} (\psi^*_i)_{x^e}(\tilde{g}^e_{m+j}(x^e))_{x^e=(z^e)^{-1}(\varphi^e)} v^e = \\
f^*_i(\psi^*_i, \tilde{\psi}^*_i) + g^*_i(\psi^*_i, \tilde{\psi}^*_i) v^e + \sum_{j=m+1}^{2m} g^*_i(\psi^*_i, \tilde{\psi}^*_i) v^e.
\]

From the initial assumptions on (4.10), it follows that there exists indeed a feedback law (4.16) such that (4.17) is globally asymptotically stable at the origin and (4.18) is convergent input convergent state.

We sum up all the above results in the following theorem.

**Theorem 4.5.** Assume that (A2), (A3) and (A4) hold for all \( x \in R^m \). Moreover, assume that (A5) and (A6) hold and (3.4.21) admits the global decompositions (3.4.4)-(3.4.5) and (3.4.21). Then, NGSD is solvable if

a) the dynamics (3.4.7) is globally asymptotically stable at the origin,

b) the system (4.1) is convergent input convergent state,

c) there exists a dynamic feedback law (4.9) which globally asymptotically stabilizes (4.8) at the origin and such that the corresponding system (4.10) is convergent input convergent state.

On the other hand, let (3.1.2) be a feedback law which solves NGSD. If, in addition, the distributions \( \mathcal{R}^e_i = \langle \tilde{f}^e_i, \tilde{g}^e_1, \ldots, \tilde{g}^e_m | \text{span}(\tilde{g}^e_i) \rangle, \Delta^e_{\text{MIX}}, i = 1, \ldots, m \), are regularly computable at each \( x^e \in R^{n+w} \) and the distributions \( \Delta^e_{\text{MIX}} + \mathcal{R}_i^e, i = 1, \ldots, m \), have constant dimension for all \( x \in R^{n+w} \), then a) holds and each system (4.8) is globally asymptotically stabilizable at the origin via dynamic feedback.

**Remark 4.6.** It is worth noting that the global decomposition (3.4.21) is required only for proving the necessary part of theorem 4.5. Moreover, if assumption (A6) is not satisfied, yet NGSD might be solvable. Indeed, although some vector fields of the form (3.4.23) may happen not to be complete, the proof of proposition 4.4 can be carried through as long
as there exists a set of vector fields $X_{i_1}, \ldots, X_{i_s}$ of the form (3.4.23), which are complete and linearly independent for all $x \in \mathbb{R}^n$. \hfill \blacktriangleleft

Let us consider the following example. Consider the following noninteractive system

\[
\begin{align*}
\dot{x}_i &= u_i, \quad i = 1, 2, \\
\dot{x}_3 &= -x_1^3 - x_2 + x_3, \\
y_i &= x_i, \quad i = 1, 2.
\end{align*}
\] (4.19)

We want to prove that NGSD is solvable for (4.19). Indeed,

\[
\Delta_{MIX} = 0,
\]
\[
\mathcal{R}^*_i = \text{span}\{ \frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_3} \} = \text{span}\{ \tilde{g}_i, ad_{\tilde{f}}\tilde{g}_i \}, i = 1, 2,
\]

and each system (3.4.8)

\[
\begin{align*}
\dot{x}_i &= u_i, \\
\dot{x}_3 &= -x_1^3 + x_3,
\end{align*}
\] (4.20)

is globally asymptotically stabilizable at the origin via continuous static state–feedback ([16]). Note that the linear approximation of (4.20) has an uncontrollable eigenvalue with positive real part. Moreover, the vector fields $X_{ik}$ of the form (2.4.23) do not depend on $x_3$. Note also that there exists at least one of these vector fields, which is not complete (for example, $ad_{\tilde{f}}\tilde{g}_i$).

Let us define the distributions $\mathcal{R}^e_1$ and $\mathcal{R}^e_2$ as in (3.4.27) and (2.4.28). We obtain

\[
\begin{align*}
\mathcal{R}^e_1 &= \text{span}\{ \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix} \}, \\
\mathcal{R}^e_2 &= \text{span}\{ \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 0 \\ 1 \\ 0 \end{pmatrix}, \begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix} \}.
\end{align*}
\]

Now, choose $\alpha^e(x^e)$, $\beta^e(x^e)$ and $z^e(x^e)$ as in the case of example (3.5.1). The change of coordinates $z^e(x^e)$ is defined for all $x^e \in \mathbb{R}^n + n^w$. If $u^w = (u^w_{11} \ u^w_{12} \ u^w_{21} \ u^w_{22})^T$, the
system (3.4.53) is given in $z^e$-coordinates by

$$
\begin{align*}
    z_1^e &= u_1, \\
    z_2^e &= u_{12}^w - (z_1^e)^3 + z_2^e, \\
    z_3^e &= u_2, \\
    z_4^e &= u_{22}^w - (z_3^e)^3 + z_4^e, \\
    z_5^e &= u_{11}^w, \\
    z_6^e &= u_{21}^w, \\
    z_7^e &= z_7^e - u_{12}^w - u_{22}^w.
\end{align*}
$$

Let $F_1(z_1^e, z_2^e)$ and $F_2(z_3^e, z_4^e)$ be continuous functions such that

$$
\begin{align*}
    z_1^e &= F_1(z_1^e, z_2^e), \\
    z_2^e &= -(z_1^e)^3 + z_2^e,
\end{align*}
$$

and

$$
\begin{align*}
    z_3^e &= F_2(z_3^e, z_4^e), \\
    z_4^e &= -(z_3^e)^3 + z_4^e,
\end{align*}
$$

respectively, are globally asymptotically stable at the origin. If we show that the system (3.4.53), with $u_1 = F_1(z_1^e, z_2^e)$, $u_2 = F_2(z_3^e, z_4^e)$, $u_{11}^w = -z_5^e$ and $u_{21}^w = -z_6^e$, is semiglobally asymptotically stabilizable at the origin through a feedback law $u_{12}^w = F_i^w(z_i^e)$, $i = 1, 2$, the rest of the proof follows as in the proof of theorem 3.4.17. For, note that, with $u_{12}^w = 0$, $u_{22}^w = z_7^e - v_{22}^w$ and a global change of coordinates

$$
\begin{align*}
    w_i^e &= z_i^e, \quad i \neq 4, \\
    w_4^e &= z_4^e + z_7^e,
\end{align*}
$$

we obtain a system of the form

$$
\begin{align*}
    \dot{\zeta}^e &= \varphi(\zeta^e), \\
    \dot{w}_7^e &= v_{22}^w,
\end{align*}
$$

where $\zeta^e = (w_1^e \cdots w_6^e)^T$ and $\dot{\zeta}^e = \varphi(\zeta^e)$ is globally asymptotically stable at the origin. Any feedback law $v_{22}^w = -\gamma w_7^e$ with $\gamma > 0$ is such that (4.22) with $v_{22}^w = -\gamma w_7^e$ is globally asymptotically stable at the origin.
4.5 Noninteracting control with stability on compact sets

Sometimes the requirement of global asymptotic stability may be too strong. Yet, one might ask more simply for local asymptotic stability at the origin of the state space with domain of attraction containing an a priori given compact set. For some \( n^w \geq 0 \) and, we will say that the system (3.1.1) is semiglobally asymptotically stabilizable at the origin if there exists \( n^w \geq 0 \) such that for each compact set \( \Omega \subset \mathbb{R}^{n+n^w} \) there exists a feedback law \( u = \alpha(x) \) such that the resulting closed-loop system is locally asymptotically stable at the origin with domain of attraction containing \( \Omega \) ([82]). It is well–known that, in general, semiglobal stabilizability does not imply global stabilizability.

In analogy with section 3.1, we formulate the problem of achieving noninteraction and stability on compact sets as follows.

Noninteracting control with stability on compact sets via static feedback laws (NSCS). For any compact set \( \Omega \subset \mathbb{R}^n \), find, if possible, a static feedback law (3.1.2), defined for all \( x \in \mathbb{R}^n \), such that the system (3.1.1)–(3.1.2) is noninteractive, locally asymptotically stable in \( x_0 \), with domain of attraction containing \( \Omega \), and has uniform vector relative degree.

Noninteracting control with stability on compact sets via dynamic feedback laws (NSCD). Find, if possible, \( n^w \geq 0 \) such that, for any compact set \( \Omega^e \subset \mathbb{R}^{n+n^w} \), there exists a dynamic feedback law (3.1.2), defined for all \( (x,w) \in \mathbb{R}^{n+n^w} \), such that the system (3.1.1)–(3.1.2) is noninteractive, locally asymptotically stable in \( (x_0,w_0) \), with domain of attraction containing \( \Omega^e \), and has uniform vector relative degree.

We will consider the class of systems which satisfy assumptions (A2), (A3) and (A4) for all \( x \in \mathbb{R}^n \), assumption (A5) and admit the global decompositions (3.4.4)–(3.4.5) and (2.4.21). We will not investigate the problem of noninteraction and stability on compact sets via static feedback. The interested reader is referred to remark 5.2 for some possible strategy of solution to this problem.

The property of (4.10) being convergent input convergent state (see theorem 4.5) is somewhat difficult to be checked. However, if the vector fields \( T_{ik} \)'s satisfy an additional simple condition and if stability on compact sets is enough for our purposes, we obtain the following interesting result.

**Theorem 5.1.** Assume that (A2), (A3) and (A4) hold for all \( x \in \mathbb{R}^n \). Moreover, assume that (A5) holds and (3.1.1) admits the global decomposition (3.4.4)–(3.4.5). Then, NSCD is solvable if
a) the dynamics (3.4.7) is globally asymptotically stable at the origin,
b) the system (4.1) is convergent input convergent state,
c) each system (3.4.8) is globally asymptotically stabilizable at the origin via dynamic feedback,
d) the vector fields $T_{ik}$ are complete and $[T_{ik}, T_{ih}](x) = 0$ for all $x$ and for $k, h = 1, \ldots, n_0$.

**Proof.** Throughout the proof, we will assume without loss of generality that $\Delta_{MIX} = 0$ (see the proof of theorem 3.4.17).

By assumption d), a feedback law $u^e = \alpha^e(x^e) + \sum_{j=1}^{2m} \beta_j^e(x^e)v_j^e$, which satisfies (3.4.31) and (3.4.32), can be chosen as in the proof of proposition 4.3. By doing this, the vector fields $\tilde{g}_{m+j}^e$, $j = 1, \ldots, m$ are complete and commute.

Reasoning as in the proof of proposition 4.4, we can find a change of coordinates $z^e = ((z^e_1)^T(x^e) \cdots (z^e_{m+1})^T(x))^T$, with $z^e(x^e_0) = 0$ and defined for all $x^e \in \mathbb{R}^{n+n^w}$, such that $\mathcal{R}_i^e = \text{span}\{\frac{\partial}{\partial z_i}\}$ and the system (3.4.51) is in the form (3.4.53). Moreover, from the proof of proposition 4.4 and assumption c), it follows that, without loss of generality, we can assume that each system $\dot{z}_i^e = \tilde{f}_i^e(z_i^e, 0)$ is globally asymptotically stable at the origin. To prove the theorem, it suffices to prove that the system (3.4.53), with $v_1^e = \ldots = v_m^e = 0$, is semiglobally asymptotically stabilizable at the origin of its state space through a feedback law, which preserves the decoupled structure of the system itself. Since the matrix $\tilde{G}(z_{m+1}^e)$ has full row rank for all $z_{m+1}^e$ (see proof of proposition 3.4.16), the system (3.4.53), with $v_1^e = \ldots = v_m^e = 0$ and output vector $z_{m+1}^e$, is globally minimum phase and has uniform vector relative degree one. Since $\tilde{g}_{m+j}^e$, $j = 1, \ldots, m$, are complete and commute, it follows from corollary 5.6 of [12] that there exists a change of coordinates $\eta^e(z^e) = ((\eta_1^e)^T(z^e) (z_{m+1}^e)^T)^T$, $\eta(0) = 0$, defined for all $x^e \in \mathbb{R}^{n+n^w}$ and such that (3.4.53), with $v_1^e = \ldots = v_m^e = 0$, is expressed in these coordinates by

$$
\begin{align*}
\dot{\eta}_1^e &= \tilde{f}_1^e(\eta_1^e, z_{m+1}^e), \\
\dot{z}_{m+1}^e &= \tilde{f}_{m+1}^e(z_{m+1}^e) + \sum_{j=m+1}^{2m} \tilde{g}_{m+1,j}^e(z_{m+1}^e)v_j^e.
\end{align*}
$$

From theorem 6.1 of [82] it follows that the system (5.1) is semiglobally asymptotically stabilizable at the origin through a feedback law $v_j^e = F_j^e(z_{m+1}^e)$, $j = m+1, \ldots, 2m$ (with $F_j^e(z_{m+1}^e)$ depending on $\Omega^e$).

A typical situation in which the vector fields $T_{ik}$ are complete and commute is when the vector fields $X_{ik}$ of the form (3.4.23) are functions only of $x_i$. 
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Remark 5.2. In general, if the vector fields $T_{ik}$ either are not complete or do not commute, the proof of theorem 5.1 can be carried through if the system (3.4.53), with $v^e_1 = \ldots = v^e_m = 0$, is semiglobally asymptotically stabilizable at the origin of its state space through a feedback law which preserves the decoupled structure of the system itself.

The available results on semiglobal stabilization of interconnected systems ([12] and [82]) can be used also to find conditions to solve NSCS. Indeed, NSCS is solvable for (3.1.1) if (3.3.4) is semiglobally stabilizable at the origin via feedback laws of the form $u_i = \alpha_i(x_i)$, $i = 1, \ldots, m$ (if the distributions $\langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m | \text{span} \{ \tilde{g}_i \} \rangle$, $i = 1, \ldots, m$, have constant dimension for all $x \in \mathbb{R}^n$, also the converse is true).

Following the proof of the necessary part of theorem 4.5, we can prove also a necessary condition to solve NSCD. Let $d_i = s_i - \text{dim}(\Delta_{\text{MIX}}(x) \cap \mathcal{R}_i^e(x))$.

Theorem 5.3. Assume that (A2), (A3) and (A4) hold for all $x \in \mathbb{R}^n$. Moreover, assume that (A5) holds and (3.1.1) admits the global decompositions (3.4.4)–(3.4.5) and (3.4.21). Let (2.1.2) be a feedback law which solves NSCD. If, in addition, the distributions $\mathcal{R}_i^e = \langle \tilde{f}^e, \tilde{g}_1^e, \ldots, \tilde{g}_m^e | \text{span} \{ \tilde{g}_i^e \} \rangle, i = 1, \ldots, m$, are regularly computable at each $x^e \in \mathbb{R}^n$ and the distributions $\Delta_{\text{MIX}}^e$ and $\Delta_{\text{MIX}}^e + \mathcal{R}_i^e, i = 1, \ldots, m$, have constant dimension for all $x^e \in \mathbb{R}^{n+n^w}$, then

a) the dynamics (3.4.7) is globally asymptotically stable at the origin,

b) for each system (3.4.8) there exists $k_i \geq 0$ such that, for each compact set $\Omega_i^e \subset \mathbb{R}^{d_i + k_i}$, there exists a feedback law

$$
\begin{align*}
  u_i &= \eta_i(z_i^1, z_i^3, \xi_i), \\
  \dot{\xi}_i &= \zeta_i(z_i^1, z_i^3, \xi_i), \\
  \xi_i &\in \mathbb{R}^{k_i},
\end{align*}
$$

(5.2)

such that the system (3.4.8)–(5.2) is locally asymptotically stable at the origin with domain of attraction containing $\Omega_i^e$. \qed
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CHAPTER 5

NONINTERACTING CONTROL WITH LOCAL STABILITY
FOR NONLINEAR SYSTEMS: THE GENERAL CASE

So far we have been studying the problem of achieving noninteraction with local stability for nonlinear systems with $m = p = \nu$, i.e. each output is controlled by one input. The concept of vector relative degree and the asymptotic properties of some nonlinear dynamics have been playing a key role in solving this problem, either near the origin of the state space or in the large.

One might ask what kind of results can be established for larger classes of nonlinear systems (for example, when either $m \neq p$ or $p \neq \nu$). Few basic question must be answered, first. Is the class of invertible feedback laws still a good one to obtain significant results? Does the definition of vector relative degree still make sense and, if not, which is its natural substitute in more general situations? Are the nonlinear dynamics (3.4.7) still feedback invariant and, if not, which is its natural extension?

A first step in this direction is to consider nonlinear systems

$$
\dot{x} = f(x) + \sum_{j=1}^{m} g_j(x) u_j,
\quad y_i = h_i(x), \quad i = 1, \ldots, p,
$$

with $p = \nu$, i.e. each output is controlled by possibly more than one input. We will see in the following two sections that, with the same formulation as the one given in section 3.2, most of the results of chapter 2 can be extended to this class of systems. The last section is dedicated to the most general case $p > \nu$ (a new formulation of the problem will be required in this case).

In the next few lines, we give some basic notations, which will be freely used throughout this chapter.

Let $G(x)$, $G$ and $K_i$ as in chapter 3. Given a feedback law (3.1.2) and an integer $s$ such that $m \geq s \geq 1$, let us partition $\alpha(x, w)$, $\gamma(x, w)$, $\beta(x, w)$ and $\delta(x, w)$ into blocks as follows

$$
\alpha(x, w) = (\alpha_1^T(x, w) \quad \cdots \quad \alpha_s^T(x, w))^T, \quad \beta(x, w) = (\beta_1(x, w) \cdots \beta_s(x, w)),
$$
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\( \gamma(x, w) = (\gamma_1^T(x, w) \cdots \gamma_s^T(x, w))^T \), \( \delta(x, w) = (\delta_1(x, w) \cdots \delta_s(x, w)) \),

Moreover, let
\[
\tilde{f}^e(x, w) = \begin{pmatrix} f(x) + g(x)\alpha(x, w) \\ \gamma(x, w) \end{pmatrix}, \\
\tilde{G}^e(x, w) = \begin{pmatrix} G\beta(x, w) \\ \delta(x, w) \end{pmatrix}
\]

and, according to the above partition,
\[
\tilde{g}^e_j(x, w) = \begin{pmatrix} G(x)\beta_j(x, w) \\ \delta_j(x, w) \end{pmatrix}, \quad j = 1, \ldots, s.
\]

In the case \( n^w = 0 \), we obtain static feedback laws and, more simply, we replace \( \tilde{f}^e(x, w) \) by \( \bar{f}(x) \), \( \tilde{g}^e_j(x, w) \) by \( \bar{g}_j(x) \) and \( \tilde{G}^e(x, w) \) by \( \bar{G}(x) \).

Moreover, with abuse of notation, if \( X_1, \ldots, X_k \) and \( Y_1, \ldots, Y_l \) are smooth vector fields of \( U \subset \mathbb{R}^n \) and \( X(x) = (X_1(x) \cdots X_k(x)) \) and \( Y(x) = (Y_1(x) \cdots Y_l(x)) \), we denote by \([X, Y](x)\) the matrix with \([X_i, Y_j](x)\) as \( [2(i-1)+j] \)-th column.

### 5.1 Noninteracting control with local stability via static feedback

In this section we will give some necessary and sufficient conditions to solve NLSS, as formulated in section 3.2, for the class of systems (1.1) with \( p = \nu \). Moreover, we will consider the class of regular feedback laws \( u = \alpha(x) + \beta(x)v \). Although there is no practical reason for so constraining the class of admissible feedback laws, this assumption allows us to extend some results of section 3.3 to the class of systems here considered.

Throughout the chapter, we will assume that (A1), (A2) and (A3) hold. (A1) is a necessary and sufficient condition to solve NS even in the case \( p = \nu \) (see [55], remark 6.3.15). Moreover, we assume that

(A2b) \( Q^*, \) the maximal controllability contained in \( R^* \), is regularly computable at \( x_0 \).

#### 5.1.1 Regular solutions and invariant dynamics induced by a regular solution

We have seen that, when \( m = p = \nu \), the set of controllability distributions \( R^*_1, \ldots, R^*_\nu \) are always rendered invariant by a feedback law which solves NS (proposition 3.3.1). In
general, when \( m \neq p \) or \( p \neq \nu \), this is not true. To see this, let us consider the following linear system

\[
\begin{align*}
\dot{x}_1 &= -x_4 + u_1, \\
\dot{x}_2 &= u_2, \\
\dot{x}_3 &= x_1 + x_2 + x_3, \\
\dot{x}_4 &= x_5, \\
\dot{x}_5 &= u_3, \\
y_i &= x_i, \quad i = 1, 2.
\end{align*}
\]  

(1.2)

Clearly, (1.2) is noninteractive, with \( I_1 = \{1, 3\} \) and \( I_2 = \{2\} \). Moreover,

\[
\begin{align*}
R^*_1 &= \text{span}\{ \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \}, \\
R^*_2 &= \text{span}\{ \begin{pmatrix} 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \}, \\
Q^* &= \text{span}\{ \begin{pmatrix} 0 & 0 \\ 0 & 0 \\ 1 & 0 \\ 0 & 0 \end{pmatrix} \}.
\end{align*}
\]

Note that \( R^*_2 \) is not invariant. Nonetheless, the controllability subspaces

\[
R_1 = R^*_1, \quad R_2 = \text{span}\{ \begin{pmatrix} 0 & 0 \\ 1 & 0 \\ 0 & 1 \\ 0 & 0 \end{pmatrix} \},
\]

are invariant and satisfy \( R_i \subseteq \bigcap_{j \neq i} K_j \), \( i = 1, 2 \). Note that the feedback law \( u_1 = x_4 + v_1 \) renders invariant the distributions \( R^*_1, R^*_2 \) and does not destroy the noninteraction property of (1.2).

The above example suggests that a fundamental role in solving NS is played by the family of compatible controllability distributions. Indeed, it is not hard to show that, as in the case of linear systems, the problem of achieving noninteraction amounts to finding \( \nu \) controllability distributions \( R_1, \ldots, R_\nu \) which are compatible and satisfy \( R_i \subseteq \bigcap_{j \neq i} K_j \), \( i = 1, \ldots, \nu \) (for, combine theorem 3.3.5 and lemma 1.8.8 of [55]). Let us state this formally.

Proposition 1.1. Let us consider the class of regular feedback laws. If there exist \( \nu \) controllability distributions \( R_1, \ldots, R_\nu \), a static feedback law \( u = \alpha(x) + \beta(x)v \) and a block partition \( \beta_1(x), \ldots, \beta_{\nu+1}(x) \) of \( \beta(x) \) such that

\[
\begin{align*}
R_i &\subseteq \bigcap_{j \neq i} K_j, \quad i = 1, \ldots, \nu, \\
R_i &= \langle f, \tilde{g}_1, \ldots, \tilde{g}_{\nu+1} | \text{span}\{\tilde{g}_i, \tilde{g}_{\nu+1}\} \rangle,
\end{align*}
\]  

(1.3)

(1.4)
then (1.1) can be rendered noninteractive via static feedback. Conversely, assume that (1.1) can be rendered noninteractive via static feedback. If, in addition, the distributions $\langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_{\nu+1} | \text{span} \{ \tilde{g}_i, \tilde{g}_{\nu+1} \} \rangle$, $i = 1, \ldots, \nu$, have constant dimension for all $x$ in a neighbourhood of $x_0$, then there exist $\nu$ controllability distributions $R_1, \ldots, R_{\nu}$, a static feedback law $u = \alpha(x) + \beta(x)v$ and a block partition $\beta_1(x), \ldots, \beta_{\nu+1}(x)$ of $\beta(x)$ which satisfy (1.3) and (1.4).

The following proposition gives a simple necessary and sufficient conditions for the existence of a set of controllability distributions, which are compatible and satisfy (1.3).

**Proposition 1.2.** Assume that (A2), (A2b) and (A3) hold and consider the class of regular feedback laws. If there exist $\nu$ controllability distributions $R_1, \ldots, R_{\nu}$ such that

$$R_i \subset \bigcap_{j \neq i} K_j,$$

$$G = \sum_{j=1}^{\nu} (R_j \cap G),$$

(1.5)

then there exist a static feedback law $u = \alpha(x) + \beta(x)v$ and a block partition $\beta_1(x), \ldots, \beta_{\nu+1}(x)$ of $\beta(x)$ which satisfy (1.3) and (1.4).

Conversely, suppose that there exist $\nu$ controllability distributions $R_1, \ldots, R_{\nu}$, a feedback law $u = \alpha(x) + \beta(x)v$ and a block partition $\beta_1(x), \ldots, \beta_{\nu+1}(x)$ of $\beta(x)$ which satisfy (1.3) and (1.4). If, in addition, the distributions, $\langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_{\nu+1} | \text{span} \{ \tilde{g}_i, \tilde{g}_{\nu+1} \} \rangle$, $i = 1, \ldots, \nu$, have constant dimension in a neighbourhood of $x_0$, then the distributions $R_1, \ldots, R_{\nu}$ satisfy (1.3) and (1.5).

**Proof.** The necessity is a trivial consequence of theorem 3.3.5 and lemma 1.8.8 of [55]. The sufficiency can be proved as in [62].

It is well–know that, under assumptions (A2), (A2b) and (A3), conditions (1.4) and (1.5) are equivalent to (A1) (see for example [26]).

The existence of $\nu$ controllability distributions $R_1, \ldots, R_{\nu}$, which are compatible and satisfy (1.3), implies (and is implied by the fact) that also the distributions $R_1^*, \ldots, R_{\nu}^*$ are compatible (use propositions 1.1 and 1.2 and the fact that $R_i \subset R_i^*$, $i = 1, \ldots, \nu$). However, as shown by the example above, the distributions $R_1^*, \ldots, R_{\nu}^*$ may be not rendered invariant by a feedback law which solves NS.

Following [40], we will say that a set of controllability distributions $R_1, \ldots, R_{\nu}$ is a regular set (at $x_0$) if it satisfies assumptions (A2) and (A2b) (with $R_1, \ldots, R_{\nu}$ and $Q^*$
replaced by $R_1, \ldots, R_\nu$ and $Q$, respectively). Moreover, a set of controllability distributions $R_1, \ldots, R_\nu$ is said to be a regular solution (of NS at $x_0$) if it is a regular set and, in addition, it satisfies (1.3) and (1.5). Note that, since $R_i \subset R_i^*$ and from (A2) and (A2b), it follows that, if $R_1, \ldots, R_\nu$ is a regular solution, also $R_1^*, \ldots, R_\nu^*$ is.

At this point, one might ask how thick is the set of regular solutions. It is not hard to show that, when $m = p = \nu$, if the regular set $R_1^*, \ldots, R_\nu^*$ is a regular solution, then it is also the only one with this property (see corollary 1.4). This is not true in general and the next proposition describes how any regular solution relates to the maximal regular solution $R_1^*, \ldots, R_\nu^*$.

**Proposition 1.3.** Assume that $R_1, \ldots, R_\nu$ and $R_1^*, \ldots, R_\nu^*$ are regular solutions. Moreover, assume that the distributions $R_i + Q^*$, $((R_i + Q^*) \cap \mathcal{G}) \cap \left( \sum_{j \neq i} ((R_j + Q^*) \cap \mathcal{G}) \right)$, $(R_i^* \cap \mathcal{G}) \cap \left( \sum_{j \neq i} ((R_j + Q^*) \cap \mathcal{G}) \right)$ and $\sum_{j \neq i} ((R_j + Q^*) \cap \mathcal{G})$, $i = 1, \ldots, \nu$, have constant dimension in a neighbourhood of $x_0$. Then,

$$R_i + Q^* = R_i^*, \quad i = 1, \ldots, \nu.$$

**Proof.** The proof follows the same lines of the proof of theorem 2.6 of [40] with some nontrivial changes. First, note that $Q^* \subset R_i^*$ for $i = 1, \ldots, \nu$. Indeed, $Q^*$ is, by definition, a controllability distribution contained in $\bigcap_{j=1}^{\nu} K_j$, which, in turn, is contained in $\bigcap_{j \neq i} K_j$ for $i = 1, \ldots, \nu$. Our claim follows from the fact that $R_i^*$ is the maximal controllability distribution contained in $\bigcap_{j \neq i} K_j$. It is not hard to show that

$$((R_i + Q^*) \cap \mathcal{G}) \cap \left( \sum_{j \neq i} ((R_j + Q^*) \cap \mathcal{G}) \right) = (R_i^* \cap \mathcal{G}) \cap \left( \sum_{j \neq i} ((R_j + Q^*) \cap \mathcal{G}) \right).$$

From the regularity of $R_1^*, \ldots, R_\nu^*$ and $R_1, \ldots, R_\nu$ we obtain

$$R_i^* \cap \mathcal{G} + \sum_{j \neq i} ((R_j + Q^*) \cap \mathcal{G}) = \mathcal{G} = (R_i + Q^*) \cap \mathcal{G} + \sum_{j \neq i} ((R_j + Q^*) \cap \mathcal{G}).$$
By an easy dimensionality argument we obtain (1.6). From here we can proceed exactly as in theorem 2.6 of [40].

It is not surprising that, when \( m = p = \nu \), \( Q^* = 0 \). As a consequence of proposition 1.3, we conclude that the maximal regular solution \( R_1^*, \ldots, R_\nu^* \) is the only regular solution. This is shown in the following corollary of proposition 1.3 (a more complex proof has been given in [62]).

**Corollary 1.4.** Assume \( m = p = \nu \) and let (A1), (A2), (A2b) and (A3) hold. Then, \( Q^* = 0 \) and \( R_1^*, \ldots, R_\nu^* \) is the only regular solution.

**Proof.** Note that \( Q^* \cap G = R^* \cap G \). Since (1.1) has vector relative degree \( r_1, \ldots, r_m \) at \( x_0 \), it follows that \( V^* = (\text{span}\{dh_i, \ldots, dL_i^{r_i-1}h_i : i = 1, \ldots, m\})^\perp \), where \( V^* \) denotes the maximal controlled invariant distribution contained in \( \bigcap_{i=1}^m K_i \) ([55], proposition 2.3.1). Since the distributions \( R_1^*, \ldots, R_\nu^* \) are compatible, \( R^* \) is controlled invariant and is contained in \( \bigcap_{i=1}^m mK_i \). Thus, by definition \( R^* \subset V^* \). Since the decoupling matrix of (1.1) is nonsingular at \( x_0 \), it follows that \( V^* \cap G = 0 \), which proves \( Q^* = 0 \).

Now, suppose that \( R_1, \ldots, R_\nu \) be a regular solution. By proposition 1.2 it follows that there exist a feedback law \( u = \alpha(x) + \beta(x)v \) and a block partition \( \beta_1(x), \ldots, \beta_{\nu+1}(x) \) of \( \beta(x) \) such that

\[
R_i = \text{span}\{\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_{\nu+1}\} \cap \text{span}\{\tilde{g}_1, \tilde{g}_{\nu+1}\}, \quad i = 1, \ldots, \nu.
\]

(1.7)

In analogy with proposition (3.3.2), we can prove the following result, which completely characterizes the family of regular feedback laws satisfying (1.7).

**Proposition 1.5.** Assume that (A1), (A2), (A2b) and (A3) hold and let \( R_1, \ldots, R_\nu \) be a regular solution. Moreover, let \( u = \alpha^h(x) + \beta^h(x)v \), \( h = 1, 2 \), with

\[
\alpha^h(x) = ( (\alpha^h_1(x))^T \cdots (\alpha^h_{\nu+1}(x))^T )^T,
\]

\[
\beta^h(x) = ( \beta^h_1(x) \cdots \beta^h_{\nu+1}(x) ),
\]

be two regular feedback laws which satisfy (1.7). Then, \( \alpha^2(x) - \alpha^1(x) = \sum_{j=1}^{\nu+1} \beta_j^1(x)\alpha_0^j(x) \), where each entry of \( \alpha_0^j(x) \) is a smooth real–valued function, constant along each leaf of \( \sum_{j \neq i} R_j \) and equal to zero for \( x \in \bigcup_{x_0, x_j \notin \bigcap_{R_j}} \), and \( \beta^2(x) = \beta^1(x)\beta^0(x) \), where \( \beta^0(x) \) is a block diagonal matrix such that each diagonal block is nonsingular at \( x_0 \) and each entry of the \( i \)-th diagonal block of \( \beta^0(x) \) is a smooth real–valued function, constant along each leaf of \( \sum_{j \neq i} R_j \).
Let $\mathcal{R}_1, \ldots, \mathcal{R}_\nu$ be a regular solution with $\mathcal{R} = \bigcap_{i=1}^{\nu} \sum_{j \neq i} \mathcal{R}_j$ and $\mathcal{Q}$ be the maximal controllability distribution contained in $\mathcal{R}$. Denote by $\tilde{\Sigma}$ the system, resulting from plugging into (1.1) a feedback law which satisfies (1.7). Following section 3.3, it is possible to express $\tilde{\Sigma}$ in a standard noninteractive form.

**Proposition 1.6.** Assume that (A1), (A2), (A2b) and (A3) hold. Then, there exists a change of coordinates $z(x) = (z_1^T(x) \cdots z_{\nu+1,1}^T(x) \cdots z_{\nu+1,2}^T(x))^T$, $z(x_0) = 0$, defined in a neighbourhood of $x_0$ and such that $\tilde{\Sigma}$ is expressed in these coordinates by

$$
\begin{aligned}
\dot{z}_i &= \tilde{f}(z_i) + \tilde{g}_{ii}(z_i) v_i, \quad i = 1, \ldots, m, \\
\dot{z}_{\nu+1,1} &= \tilde{f}_{\nu+1,1}(z_1, \ldots, z_{\nu+1,1}) + \sum_{j=1}^{\nu} \tilde{g}_{\nu+1,1j}(z_1, \ldots, z_{\nu+1,1}) v_j, \\
\dot{z}_{\nu+1,2} &= \tilde{f}_{\nu+1,2}(z) + \sum_{j=1}^{\nu+1} \tilde{g}_{\nu+1,2j}(z) v_j, \\
y_i &= h_i(z_i), \quad i = 1, \ldots, \nu,
\end{aligned}
$$

(1.8)

with $\sum_{j \neq i} \mathcal{R}_j = \text{span}\{\partial/\partial z_j : j \neq i\}$, $i = 1, \ldots, \nu$, $\mathcal{R} = \text{span}\{\partial/\partial z_{\nu+1,1}, \partial/\partial z_{\nu+1,2}\}$ and $\mathcal{Q} = \text{span}\{\partial/\partial z_{\nu+1,2}\}$. 

In what follows, for simplicity of notation, we let $z = x$ and $v = u$. In analogy with section 3.3, we introduce the following nonlinear dynamics. Let us consider the restriction $\tilde{f}|\mathcal{L}_{x_0}^{\mathcal{R}}$. This vector field induces a dynamics evolving on $\mathcal{L}_{x_0}^{\mathcal{R}}$, which in $x$-coordinates is described by

$$
\begin{aligned}
\dot{x}_{\nu+1,1} &= \tilde{f}_{\nu+1,1}(0, \ldots, 0, x_{\nu+1,1}), \\
\dot{x}_{\nu+1,2} &= \tilde{f}_{\nu+1,2}(0, \ldots, 0, x_{\nu+1,1}, x_{\nu+1,2}),
\end{aligned}
$$

When $\mathcal{R}_i = \mathcal{R}_i^*$, $i = 1, \ldots, m$, the dynamics

$$
\begin{aligned}
\dot{x}_{\nu+1,1} &= \tilde{f}_{\nu+1,1}(0, \ldots, 0, x_{\nu+1,1}) \\
\dot{x}_i &= \tilde{f}(x_i) + \tilde{g}_{ii}(x_i) u_i,
\end{aligned}
$$

(1.9) (1.10)

are the nonlinear analogue of (2.2.3) and (2.2.4), respectively. Moreover, it makes sense to consider the restrictions $\tilde{f}|\mathcal{L}_{x_0}^{\mathcal{Q}}$ and $\tilde{g}_{\nu+1} |\mathcal{L}_{x_0}^{\mathcal{Q}}$ (the latter since $\tilde{g}_{\nu+1} \in \mathcal{Q}$). These vector fields induce a dynamics on $\mathcal{L}_{x_0}^{\mathcal{Q}}$, which in $x$-coordinates (1.8) is described by

$$
\dot{x}_{\nu+1,2} = \tilde{f}_{\nu+1,2}(0, \ldots, 0, x_{\nu+1,2}) + \tilde{g}_{\nu+1,2,\nu+1}(0, \ldots, 0, x_{\nu+1,2}) u_{\nu+1}.
$$

(1.11)
When \( R_i = R_i^* \), the dynamics (1.11) is, in the case of linear systems, exactly (2.2.5).

The following proposition states that the dynamics (1.9), (1.10) and (1.11) are uniquely (in some sense) associated to a given system (1.1), which satisfies (A1), (A2), (A2b) and (A3), and to a given regular solution (the proof is similar to that of proposition 3.3.4). Given a regular solution \( R_1, \ldots, R_\nu \) and the corresponding system (1.8), let us apply to (1.8) a regular feedback law \( u = \alpha'(x) + \beta'(x)v \), which satisfies (1.7). Denote by \( \tilde{\Sigma}' \) the system obtained from \( \Sigma \) and by (1.9)', (1.10)' and (1.11)' the dynamics corresponding to (1.9), (1.10) and (1.11), respectively, defined on \( \tilde{\Sigma}' \).

**Proposition 1.7.** The dynamics (1.9)–(1.9)' are equal up to changes of coordinates, defined in a neighbourhood of \( x_0 \). The systems (1.10)–(1.10)' and (1.11)–(1.11)', respectively, are equal up to changes of coordinates and invertible static feedback transformations.

While proposition 1.7 essentially restates in a more general context what we already know in the case \( m = p = \nu \), however we are left wondering if there is any significant relation among the dynamics (1.9) (or (1.10)), respectively associated to different regular solutions. We will show that the dynamics (1.9), associated to the maximal regular solution \( R_1^* \), \ldots, \( R_\nu^* \), is a subdynamics of the corresponding dynamics (1.9), associated to any other regular solution \( R_1, \ldots, R_\nu \). On the other hand, we will show that the dynamics (1.10), associated to a given regular solution \( R_1, \ldots, R_\nu \), is equal (in some sense) to the corresponding dynamics (1.10), associated to the maximal regular solution \( R_1^* \), \ldots, \( R_\nu^* \).

Toward this end, we need the following result.

**Proposition 1.8.** Assume that \( R_1, \ldots, R_\nu \) and \( R_1^*, \ldots, R_\nu^* \) be regular solutions. Moreover, assume that the distribution \( R \cap Q^* \) has constant dimension in a neighbourhood of \( x_0 \). Then,

\[
R + Q^* = R^*.
\]

**Proof.** The proof follows the same lines of the proof of theorem 3.7 of [40] with some nontrivial changes. Throughout the proof, given a set of distributions \( \Delta_1, \ldots, \Delta_\nu \), linearly independent at each \( x \) of a neighbourhood of \( x_0 \), we will denote by \( \Delta_1 \oplus \cdots \oplus \Delta_\nu \) the distribution which assigns to each \( x \) the subspace \( \Delta_1(x) \oplus \cdots \oplus \Delta_\nu(x) \) or, equivalently, \( \underset{i=1}{\overset{\nu}{\bigoplus}} \). Suppose for a moment that there exist smooth distributions \( G_1^1, G_1^{(2)}, \ldots, G_\nu^1, G_\nu^2, G_{\nu+1} \)
such that
\[ G = G_1^1 \oplus \ldots \oplus G_1^\nu \oplus G_2^2 \oplus \ldots \oplus G_\nu^\nu, \]
\[ R_i \cap G = G_1^i \oplus G_2^i \oplus G_\nu^{i+1}, \quad i = 1, \ldots, \nu, \]
\[ R_i^* \cap G = G_1^i \oplus G_2^i \bigoplus_{j \neq i} G_j^2 \oplus G_\nu^{i+1}, \quad i = 1, \ldots, \nu, \]
\[ Q \cap G = G_\nu+1, \]
\[ Q^* \cap G = G_1^\nu \oplus \ldots \oplus G_\nu^\nu \oplus G_{\nu+1}. \]  

(1.12)

We claim that, with the above decomposition, there exist a feedback law \( u = \alpha(x) + \beta(x)v \), regular at \( x_0 \), and a block partition \( \beta_1^1(x), \beta_1^2(x), \ldots, \beta_1^\nu(x), \beta_\nu^1(x), \beta_\nu^2(x), \beta_{\nu+1}(x) \) of \( \beta(x) \) such that
\[ [f + G\alpha, R_i] \subset R_i, \quad i = 1, \ldots, \nu, \]
\[ [G\beta_h^j, R_i] \subset R_i, \quad j, i = 1, \ldots, \nu + 1, h = 1, 2, \]
\[ [f + G\alpha, R_i^*] \subset R_i^*, \quad i = 1, \ldots, \nu, \]
\[ [G\beta_h^j, R_i^*] \subset R_i^*, \quad j, i = 1, \ldots, \nu + 1, h = 1, 2, \]  

(1.13a)

\[ G_h^j = \text{span}\{G\beta_h^j\}, \quad h = 1, 2, \quad j = 1, \ldots, \nu, \]
\[ G_\nu+1 = \text{span}\{G\beta_{\nu+1}\}. \]  

(1.13b)

For, since \( R_1, \ldots, R_\nu \) and \( R_1^*, \ldots, R_\nu^* \) are regular solutions, they are also compatible (proposition 1.2). Reasoning as in proposition 2.3.1, it follows that the distributions \( \sum_{j \neq i} R_j \) and \( \sum_{j \neq i} R_j^* \), \( i = 1, \ldots, \nu \), are involutive and controlled invariant. Let \( G_1^1 + G_2^2 = G_i \). From (1.12) it follows, as in the proof of lemma 3.5 of [40], that there exist a regular feedback law \( u = \alpha(x) + \beta(x)v \) and a block partition \( \beta_1^1(x), \ldots, \beta_{\nu+1}(x) \) of \( \beta(x) \) such that
\[ [f + G\alpha, \sum_{j \neq i} R_j] \subset \sum_{j \neq i} R_j, \quad i = 1, \ldots, \nu, \]
\[ [G\beta_h, \sum_{j \neq i} R_j] \subset \sum_{j \neq i} R_j, \quad h = 1, \ldots, \nu + 1, i = 1, \ldots, \nu, \]
\[ [f + G\alpha, \sum_{j \neq i} R_j^*] \subset \sum_{j \neq i} R_j^*, \quad i = 1, \ldots, \nu, \]
\[ [G\beta_h, \sum_{j \neq i} R_j^*] \subset \sum_{j \neq i} R_j^*, \quad h = 1, \ldots, \nu + 1, i = 1, \ldots, \nu, \]
\[ G_i = \text{span}\{G\beta_i\}, \quad i = 1, \ldots, \nu + 1. \]
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Reasoning as in lemma 3.10 of [62], we conclude that
\[
[f + G\alpha, \mathcal{R}_i] \subset \mathcal{R}_i, \quad i = 1, \ldots, \nu,
\]
\[
[G\beta_j, \mathcal{R}_i] \subset \mathcal{R}_i, \quad j = 1, \ldots, \nu + 1, \quad i = 1, \ldots, \nu,
\]
\[
[f + G\alpha, \mathcal{R}_i^*] \subset \mathcal{R}_i^*, \quad i = 1, \ldots, \nu,
\]
\[
[G\beta_j, \mathcal{R}_i^*] \subset \mathcal{R}_i^*, \quad j = 1, \ldots, \nu + 1, \quad i = 1, \ldots, \nu,
\]
\[
\mathcal{G}_i = \text{span}\{G\beta_i\}, \quad i = 1, \ldots, \nu + 1.
\]

(1.14)

Now, let us denote by \(\Sigma\) the system (1.1) with \(u = \alpha(x) + \beta(x)v\). Moreover, let \(v_1, \ldots, v_{\nu+2}\) be the block partition of the input vector \(v\) corresponding to the above partition of \(\beta(x)\).

Reasoning as in proposition 3.3.3 and from (1.14), it easily follows that there exists a change of coordinates \(\theta(x) = (\theta_{11}^T(x) \ \theta_{12}^T(x) \ \cdots \ \theta_{\nu_1}^T(x)) + (\theta_{\nu_1+1}^T(x) + \theta_{\nu_2}^T(x) + \cdots)\), \(\theta(x_0) = 0\), defined in a neighborhood of \(x_0\) and such that \(\Sigma\) is expressed in these coordinates by
\[
\begin{align*}
\dot{\theta}_{11} &= \tilde{f}_{11}(\theta_{11}) + \tilde{g}_{11}(\theta_{11})u_i, \quad i = 1, \ldots, \nu, \\
\dot{\theta}_{12} &= \tilde{f}_{12}(\theta_{11}, \theta_{12}) + \tilde{g}_{12}(\theta_{11}, \theta_{12})u_i, \quad i = 1, \ldots, \nu, \\
\dot{\theta}_{\nu + 1} &= \tilde{f}_{\nu + 1}(\theta) + \sum_{j=1}^{\nu + 1} \tilde{g}_{\nu + 1,j}(\theta)u_j,
\end{align*}
\]
with \(\tilde{\mathcal{G}}_i^2 \subset \mathcal{Q}^* \cap \mathcal{G}\) and \(\tilde{g}_{11}(\theta_{11})\) is a function only of \(\theta_{11}\), it follows that the matrices \(\beta_j(x), j = 1, \ldots, \nu + 1\), can be chosen in such a way to satisfy (1.13). This proves our claim.

Now, assume that \(\mathcal{Q}^* \cap \mathcal{R} = 0\) (in the case \(\mathcal{Q}^* \cap \mathcal{R} \neq 0\), we can proceed exactly as in section A.3.b of [40]) and denote \(f + G\alpha\) by \(\tilde{f}\), \(G\beta_j\) by \(\tilde{g}_j\) and \(G\beta_{\nu+1}\) by \(\tilde{g}_{\nu+1}\). Moreover, let \(\mathcal{Q}^* = S_1 \oplus \cdots \oplus S_{\nu+1}\), where \(S_i \subset \{\tilde{f}, \tilde{g}_1, \tilde{g}_2, \cdots, \tilde{g}_i, \tilde{g}_{\nu+1} | \text{span}\{\tilde{g}_j^2\}\}\) and \(S_{\nu+1} \subset \{\tilde{f}, \tilde{g}_1, \tilde{g}_2, \tilde{g}_{\nu+1} | \text{span}\{\tilde{g}_j\}\}\).

Since \(\mathcal{R} + \mathcal{Q}^* \subset \mathcal{R}^*\), it suffices to show that \(\dim(\mathcal{R}^*(x)) \leq \dim(\mathcal{R}(x)) + \dim(\mathcal{Q}^*(x))\).

By proposition 1.3, we have \(\sum_{j \neq i} \mathcal{R}_j^* = \sum_{j \neq i} \mathcal{R}_j + \mathcal{Q}^*\) or, equivalently, \(\sum_{j \neq i} \mathcal{R}_j^* = \sum_{j \neq i} \mathcal{R}_j + S_i\).

Moreover, from lemma A.3 of [38] and since \(\mathcal{R}_1, \ldots, \mathcal{R}_\nu\) is a regular solution, \(\dim(\mathcal{R}(x)) = \sum_{i=1}^{\nu} \dim(\sum_{j \neq i} \mathcal{R}_j(x)) - (\nu - 1)n\) (in particular, this identity holds with \(\mathcal{R}_i = \mathcal{R}_i^*\) and \(\mathcal{R} = \mathcal{R}^*\)). Since \(S_{\nu+1} \subset \mathcal{Q} \subset \mathcal{Q}^* \cap \mathcal{R} = 0\), it follows that
\[
\dim(\mathcal{R}^*(x)) = \sum_{i=1}^{\nu} \dim((\sum_{j \neq i} \mathcal{R}_j + S_i)(x)) - (\nu - 1)n \leq \sum_{i=1}^{\nu} \dim(\sum_{j \neq i} \mathcal{R}_j(x)) + \\
+ \sum_{i=1}^{\nu} \dim(S_i(x)) - (\nu - 1)n \leq \dim(\mathcal{R}(x)) + \dim(\mathcal{Q}^*(x)).
\]
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The proof of the proposition is complete if we prove that there exists a disjoint partition of $G$ which satisfies (1.12). For, we will show first that

$$R_i \cap G + Q^* \cap G = R_i^* \cap G, \quad i = 1, \ldots, \nu.$$  \hfill (1.16)

Indeed, if $Q^* = 0$, (1.16) trivially follows from proposition 1.3. On the other hand, if $Q^* \neq 0$, note that, since $R_i$ and $Q^*$ are compatible and reasoning as in proposition 3.3.1, it easily follows that $R_i + Q^*, i = 1, \ldots, \nu$, are controllability distributions. From (1.15) (which can be obtained independently of the fact that (1.12) is true or not) we conclude that $R_i^* \cap G + R^* = R_i \cap G + R^*$. This implies that $R_i^* \cap G + Q^* \cap G = (R_i^* \cap G + R^*) \cap G = (R_i \cap G + R^*) \cap G = R_i \cap G + Q^* \cap G$, which proves (1.16).

Now, there exist smooth distributions $G_1^2, \ldots, G_\nu^2, G_{\nu+1}$ such that

$$\sum_{i=1}^{\nu} (Q^* \cap R_i \cap G) = G_i^2 \oplus \ldots \oplus G_\nu^2 \oplus G_{\nu+1}, \quad i = 1, \ldots, \nu,$$

$$Q^* \cap R_i \cap G = G_i^2 \oplus G_{\nu+1}, \quad i = 1, \ldots, \nu,$$

$$Q \cap G = G_{\nu+1}. \quad \hfill (1.17)$$

Indeed, since $\sum_{i=1}^{\nu} (Q^* \cap R_i \cap G) = \bigcap_{j \neq i} \sum_{k \neq j} (Q^* \cap R_k \cap G) + \sum_{j \neq i} (Q^* \cap R_j \cap G)$, it follows from lemma A.1 of [40] that there exist smooth distributions $G_1^2, \ldots, G_\nu^2, G_{\nu+1}$ such that

$$\sum_{i=1}^{\nu} (Q^* \cap R_i \cap G) = G_i^2 \oplus \ldots \oplus G_\nu^2 \oplus G_{\nu+1}, \quad i = 1, \ldots, \nu,$$

$$\sum_{j \neq i} (Q^* \cap R_j \cap G) = \bigoplus G_j^2 \oplus G_{\nu+1}, \quad i = 1, \ldots, \nu. \quad \hfill (1.18)$$

We claim that $Q^* \cap R_i \cap G = G_i^2 \oplus G_{\nu+1}$ and $Q \cap G = G_{\nu+1}$. Indeed, $Q \cap G \subset \bigcap_{i=1}^{\nu} \sum_{j \neq i} (Q^* \cap R_i \cap G)$. Since $G_{\nu+1} = \bigcap_{i=1}^{\nu} \sum_{j \neq i} (Q^* \cap R_j \cap G) \subset \bigcap_{i=1}^{\nu} (\sum_{j \neq i} R_j \cap (Q^* \cap G)) = R \cap Q^* \cap G = Q \cap G$, we conclude that $G_{\nu+1} = Q \cap G$. On the other hand, $Q^* \cap R_i \cap G \subset \bigcap_{j \neq i} \sum_{k \neq j} (Q^* \cap R_k \cap G) = G_i^2 \oplus G_{\nu+1}$ and $G_{\nu+1} \subset Q^* \cap R_i \cap G$. From (1.18) we obtain $G_i^2 \oplus \ldots \oplus G_\nu^2 \oplus G_{\nu+1} = \sum_{i=1}^{\nu} (Q^* \cap R_i \cap G) = (Q^* \cap R_i \cap G) + \sum_{j \notin \{i, \nu+1\}} G_j^2$. By an easy dimensionality argument, it follows that $G_i \oplus G_{\nu+1} = Q^* \cap R_i \cap G$. This proves our claim.

Now, choose a smooth distribution $G_{\nu+2}$ such that

$$Q^* \cap G = G_i^2 \oplus \ldots \oplus G_\nu^2 \oplus G_{\nu+1} \oplus G_{\nu+2},$$

and smooth distributions $G_1^1, \ldots, G_\nu^1$ such that

$$R_i \cap G = G_i^1 \oplus G_i^2 \oplus G_{\nu+1}. \quad \hfill (1.19)$$
This, together with (1.16) implies that
\[ R^*_i \cap G = G_i^1 + Q^* \cap G = G_i^1 \oplus G_i^2 \oplus \ldots \oplus G_{\nu}^2 \oplus G_{\nu+1} \oplus G_{\nu+2}. \] (1.20)
From (1.19) and since \( R^*_1, \ldots, R^*_{\nu} \) and \( R_1, \ldots, R_\nu \) are regular solutions, it follows that
\[ G = G_1^1 \oplus \ldots \oplus G_\nu^1 + Q^* \cap G = (R_1 \cap G + \ldots + R_\nu \cap G) \oplus G_{\nu+2}, \]
which implies \( G_{\nu+2} = 0 \), or, equivalently, \( \sum_{i=1}^{\nu} (Q^* \cap R_i \cap G) = Q^* \cap G \). This, together with (1.17), (1.19) and (1.20), proves (1.12).

Now, we are ready to prove the following important result. Let (1.9)* and (1.10)* be the dynamics (1.9) and (1.10), respectively associated to the maximal regular solution \( R^*_1, \ldots, R^*_\nu \).

**Proposition 1.9.** Assume that \( R_1, \ldots, R_\nu \) and \( R^*_1, \ldots, R^*_\nu \) be regular solutions. Moreover, assume that the distribution \( Q^* \cap R \) has constant dimension in a neighbourhood of \( x_0 \). Then, (1.9)* is a subdynamics of the corresponding dynamics (1.9), associated to the regular solution \( R_1, \ldots, R_\nu \). Moreover, the system (1.10), associated to the regular solution \( R_1, \ldots, R_\nu \), can be obtained from (1.10)* through an invertible dynamic feedback law.

**Proof.** The first part of the proposition can be proved essentially as theorem 3.9 of [40]. Let us plug into (1.8) a regular feedback law \( u = \alpha(x) + \beta(x)v \) which renders invariant \( R^*_1, \ldots, R^*_\nu \) and \( R_1, \ldots, R_\nu \), with \( \beta_j(x) \), \( j = 1, \ldots, \nu + 1 \), chosen in such a way to satisfy (1.13b) and denote by \( \tilde{\Sigma} \) the system obtained from (1.8). From standard arguments and proposition 1.8, it follows that there exists a change of coordinates \( \eta(x) = (\eta_1^T(x) \quad \eta_2^T(x) \quad \eta_3^T(x) \quad \eta_4^T(x))^T \), \( \eta(x_0) = 0 \), defined in a neighbourhood of \( x_0 \) and such that \( \tilde{\Sigma} \) is expressed in these coordinates by
\[
\begin{align*}
\dot{\eta}_1 &= \bar{f}_{\eta_1}(\eta_1) + \sum_{j=1}^{\nu} \bar{g}_{\eta_1,j}(\eta_1)u_j, \\
\dot{\eta}_2 &= \bar{f}_{\eta_2}(\eta_1, \eta_2) + \sum_{j=1}^{\nu} \bar{g}_{\eta_2,j}(\eta_1, \eta_2)u_j, \\
\dot{\eta}_3 &= \bar{f}_{\eta_3}(\eta_1, \eta_3) + \sum_{j=1}^{\nu} \bar{g}_{\eta_3,j}(\eta_1, \eta_3)u_j, \\
\dot{\eta}_4 &= \bar{f}_{\eta_4}(\eta_1, \ldots, \eta_4) + \sum_{j=1}^{\nu} \bar{g}_{\eta_4,j}(\eta_1, \ldots, \eta_4)u_j, \\
\dot{\eta}_5 &= \bar{f}_{\eta_5}(\eta_1, \ldots, \eta_5) + \sum_{j=1}^{\nu+1} \bar{g}_{\eta_5,j}(\eta_1, \ldots, \eta_5)u_j,
\end{align*}
\]
with
\[
Q = \text{span}\{\partial/\partial \eta_5\},
\]
\[
Q^* \cap R = \text{span}\{\partial/\partial \eta_4, \partial/\partial \eta_5\},
\]
\[
Q^* = \text{span}\{\partial/\partial \eta_3, \partial/\partial \eta_4, \partial/\partial \eta_5\},
\]
\[
R = \text{span}\{\partial/\partial \eta_2, \partial/\partial \eta_4, \partial/\partial \eta_5\},
\]
\[
Q^* + R = R^* = \text{span}\{\partial/\partial \eta_2 \partial/\partial \eta_3, \partial/\partial \eta_4, \partial/\partial \eta_5\}.
\]

By definition, the dynamics (1.9) is given by
\[
\dot{\eta}_2 = \bar{f}_{\eta_2}(0, \eta_2),
\]
\[
\dot{\eta}_4 = \bar{f}_{\eta_4}(0, \eta_2, 0, \eta_4),
\] (1.21)
and (1.9)* is given by
\[
\dot{\eta}_2 = \bar{f}_{0, \eta_2}(\eta_2).
\] (1.22)

By direct inspection of (1.21) and (1.22), it follows that (1.9)* is indeed a subdynamics of (1.9).

To prove the second part of the proposition, let us consider the system (1.15), with the matrices $\beta_j(x)$, $j = 1, \ldots, \nu + 1$, chosen in such a way to satisfy (1.13b). Note that, in $\theta$–coordinates, we have
\[
R^*_i + R^* = \text{span}\{\partial/\partial \theta_{i1}, \partial/\partial \theta_{i2}, \partial/\partial \theta_{\nu+1} : j = 1, \ldots, \nu\},
\]
\[
R_i + R = \text{span}\{\partial/\partial \theta_{ih}, \partial/\partial \theta_{\nu+1} : h = 1, 2\},
\]
\[
R^* = \text{span}\{\partial/\partial \theta_{j2}, \partial/\partial \theta_{\nu+1} : j = 1, \ldots, \nu\},
\]
\[
R = \text{span}\{\partial/\partial \theta_{\nu+1} : j = 1, \ldots, \nu\}.
\]

By direct inspection of (1.15), it is straightforward to prove that the system (1.10) (after possibly a regular static feedback transformation) is a subsystem of (1.10)*. This, together with proposition 1.7, implies that the system (1.10) can be obtained from (1.10)* through an invertible dynamic feedback law.

\subsection*{5.1.2 Necessary and sufficient conditions}

From proposition 1.9 it follows that, if NLSS is solvable, the dynamics (1.9)* must be locally asymptotically stable at the origin. Unfortunately, if NLSS is solvable, one can say at most that the dynamics (1.10)* is locally asymptotically stabilizable at the origin via dynamic feedback. This is a consequence of the fact that, if a nonlinear system (1.1) is
not asymptotically stabilizable at the origin via static feedback, still it may happen to be asymptotically stabilizable at the origin via dynamic feedback (see [8]).

However, in some cases the stabilizability properties of (1.10)* can be indeed inferred from those of (1.10). For example, it can be easily shown that, if noninteraction and local exponential stability at the origin can be achieved via static feedback laws, (1.10)* must be locally exponentially stabilizable at the origin via static feedback (see [52], lemma 7.4.9). Moreover, when $Q^* = 0$, from proposition 1.3 we obtain $R_i = R_i^*$. Thus, if NLSS is solvable, from proposition 1.9 it follows that the dynamics (1.10)* must be locally asymptotically stabilizable at the origin via static feedback.

Nothing can be said, in general, about the dynamics (1.11)*, which may happen not to be asymptotically stabilizable at the origin via static feedback, even if NLSS is solvable. Let us consider the following example

\[
\begin{align*}
\dot{x}_i &= u_i, \quad i = 1, 2, \\
\dot{x}_3 &= x_1 + x_2 - x_3, \\
\dot{x}_4 &= x_4 + x_5^2 - x_2, \\
\dot{x}_5 &= u_3, \\
y_i &= x_i, \quad i = 1, 2.
\end{align*}
\] (1.23)

From straightforward computation, we obtain

\[
\begin{align*}
R_1^* &= \text{span}\left\{ \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \right\},
R_2^* &= \text{span}\left\{ \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \right\},
Q^* &= \text{span}\left\{ \begin{pmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 1 \\ 0 & 1 \end{pmatrix} \right\}.
\end{align*}
\]

The dynamics (1.11)*, associated to the maximal regular solution, is given by

\[
\begin{align*}
\dot{x}_4 &= x_4 + x_5^2, \\
\dot{x}_5 &= u_3,
\end{align*}
\]

and it is not locally asymptotically stabilizable at the origin via static feedback. Nonetheless, the dynamics (1.11), associated to the regular solution

\[
\begin{align*}
R_1 &= \text{span}\left\{ \begin{pmatrix} 1 & 0 \\ 0 & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \end{pmatrix} \right\},
R_2 &= \text{span}\left\{ \begin{pmatrix} 1 & 0 \\ 0 & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \end{pmatrix} \right\},
\end{align*}
\]
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is locally asymptotically stabilizable at the origin via static feedback (prove it!). Moreover, the dynamics (1.9) and (1.10), associated to the regular solution $\mathcal{R}_1, \mathcal{R}_2$, are locally exponentially stable at the origin and, respectively, locally exponentially stabilizable at the origin via static feedback. It easily follows that NLSS is solvable. Note that for the linear approximation of (1.23) at $x_0 = 0$ the dynamics (2.2.5) is asymptotically stabilizable via static feedback.

On the other hand, if the dynamics (1.9)$^*$ is locally asymptotically stable at the origin and, in addition, the dynamics (1.10)$^*$ and (1.11)$^*$ are locally asymptotically stabilizable at the origin via static feedback laws, it is easy to show that NLSS is solvable.

We sum up all the above results in the following theorem.

**Theorem 1.10.** Assume that $(A1)$, $(A2)$, $(A2b)$ and $(A3)$ hold and consider the class of regular feedback laws. If

a) the dynamics (1.9)$^*$ is locally asymptotically stable at the origin,

b) the dynamics (1.10)$^*$ is locally asymptotically stabilizable at the origin via static feedback,

c) the dynamics (1.11)$^*$ is locally asymptotically stabilizable at the origin via static feedback,

then NLSS is solvable. Conversely, assume that the distributions $\langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_{\nu+1} | \text{span} \{ \tilde{g}_i, \tilde{g}_{\nu+1} \} \rangle, i = 1, \ldots, \nu$, have constant dimension in a neighbourhood of $x_0$. If NLSS is solvable, then a) is satisfied. Moreover, if NLSS is solvable with exponential stability, then also b) is satisfied.

From proposition 1.3 and theorem 1.10 we obtain the following corollary.

**Corollary 1.11.** Assume that $(A1)$, $(A2)$, $(A2b)$ and $(A3)$ hold and consider the class of regular feedback laws. Moreover, assume that $Q^* = 0$. If

a) the dynamics (1.9)$^*$ is locally asymptotically stable at the origin,

b) the dynamics (1.10)$^*$ is locally asymptotically stabilizable at the origin via static feedback,

then NLSS is solvable. Conversely, assume that the distributions $\langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_{\nu+1} | \text{span} \{ \tilde{g}_i, \tilde{g}_{\nu+1} \} \rangle, i = 1, \ldots, \nu$, have constant dimension in a neighbourhood of $x_0$. If NLSS is solvable, then a) and b) are satisfied.

Following the proof of theorem 3.3.5, it is easy to prove the following existence condition.
Theorem 1.11. Assume that (A1) and (A3) hold and consider the class of regular feedback laws. If there exists a regular solution \( R_1, \ldots, R_\nu \) such that

a) the dynamics (1.9), associated to the regular solution \( R_1, \ldots, R_\nu \), is locally asymptotically stable at the origin,

b) the dynamics (1.10) and (1.11), associated to the regular solution \( R_1, \ldots, R_\nu \), are locally asymptotically stabilizable at the origin via static feedback,

then NLSS is solvable. Conversely, if NLSS is solvable and if, in addition, the set of distributions
\[
R_i = \langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_{\nu+1} \mid \text{span}\{\tilde{g}_i, \tilde{g}_{\nu+1}\} \rangle, \quad i = 1, \ldots, \nu,
\]
is regular, then \( R_1, \ldots, R_\nu \) is a regular solution, which satisfies a) and b).

Clearly, conditions a) and b) of theorem 1.11 cannot be checked directly, since we do not know a priori the family of regular solutions.

5.2 Noninteracting control with local stability via dynamic feedback

In this section we will give some necessary and sufficient conditions to solve NLSD for the class of systems, which satisfy assumptions (A1), (A2), (A2b) and (A3). Moreover, we will consider the class of invertible feedback laws. Although there is no practical reason for so costraining the class of systems and feedback laws considered, this allows us to extend significantly the results of section 3.4.

Before going further in our analysis, some generalization are in order. This is done in the next section.

5.2.1 Invariant dynamics induced by a regular solution

In analogy with section 3.1, to a given system (1.1), which satisfies assumptions (A1), (A2), (A2b) and (A3), and to a given regular solution \( R_1, \ldots, R_\nu \), we can uniquely associate (in some sense to be specified) certain nonlinear dynamics, which will be crucial in solving NLSD for the class of systems considered.

As mentioned above, we will begin our analysis under assumptions (A1), (A2), (A2b) and (A3). Given a regular solution \( R_1, \ldots, R_\nu \), we can suppose that (1.1) is already in the form (1.8) (for simplicity, we let \( z = x \) and \( v = u \)). Also, for simplicity of notation, we will assume that \( \dim(\text{span}\{\tilde{g}_i\}(x)) = 1 \) for \( i = 1, \ldots, \nu + 1 \) (the general case goes in the same way).
Now, let us introduce the following distribution. Let $\mathcal{I}$ be the Lie ideal generated by the vector fields $\{\tilde{g}_{\nu+1}, [\tilde{g}_i, \text{ad}_{\tilde{f}^k}\tilde{g}_j] : k \geq 0, i, j = 1, \ldots, \nu \text{ and } i \neq j\}$ in the Lie algebra generated by $\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_{\nu+1}$ and let

$$\Delta_{\text{MIX}} = \text{span}\{\tau : \tau \in \mathcal{I}\}. \quad (2.1)$$

It is not hard to show that $\Delta_{\text{MIX}} \subset \mathcal{R}$ (see section 3.4.1) and $\mathcal{Q} \subset \Delta_{\text{MIX}}$ (see Figure 2.1). In few words, $\Delta_{\text{MIX}}$ is spanned by the Lie brackets of $\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_{\nu+1}$, in which appear either $\tilde{g}_{\nu+1}$ or both $\tilde{g}_i$ and $\tilde{g}_j$ with $i, j \in \{1, \ldots, \nu\}$ and $i \neq j$. When $m = p = \nu$, we obtain the distribution $\Delta_{\text{MIX}}$, as defined in section 3.4.1. Moreover, in the case of linear systems, $\Delta_{\text{MIX}} = \mathcal{Q}$. Let us assume the following.

(A4b) The distributions $\Delta_{\text{MIX}}$ and $\Delta_{\text{MIX}} + \mathcal{R}_i$, $i = 1, \ldots, \nu$ have constant dimension for all $x$ in a neighbourhood of $x_0$.

In [3] the distribution $\Delta_{\text{MIX}}$, associated to the maximal regular solution $\mathcal{R}^*_1, \ldots, \mathcal{R}^*_\nu$, has been defined in a different way. It can be shown that, under our assumptions, the distribution (2.1), associated to $\mathcal{R}^*_1, \ldots, \mathcal{R}^*_\nu$, and the distribution $\Delta^*_{\text{MIX}} + \mathcal{Q}^*$, as defined in [3], do coincide. Here, for simplicity of notation, we prefer the definition (2.1).

Figure 2.1

At this point, the question may arise if $\Delta_{\text{MIX}}$, as defined in (2.1), is indeed the natural substitute of the corresponding distribution defined in section 3.4.1. The fact that in the
linear case $\Delta_{\text{MIX}} = Q$ suggests that we have to look for something smaller than $\Delta_{\text{MIX}}$. Toward this end, we have to dig further.

In what follows, we assume that any regular set $R_1, \ldots, R_\nu$ satisfies also assumption (A4b). In analogy with section 3.4.1, we can easily prove the following result.

**Proposition 2.1.** Assume that (A1) and (A3) hold and let $R_1, \ldots, R_\nu$ be a regular solution. Then, the distributions $\Delta_{\text{MIX}}, \Delta_{\text{MIX}} + R_i$ and $(\Delta_{\text{MIX}} + R_i) \cap R$, $i = 1, \ldots, m$, have constant dimension in a neighbourhood of $x_0$, are involutive and invariant under $\tilde{f}, \tilde{g}_i, \ldots, \tilde{g}_{\nu+1}$. □

Following section 3.4.1, it is not hard to show that there exists a change of coordinates

$$z^i(x) = (x_1^T \cdots x_{i-1}^T \ x_{i+1}^T \cdots x_m^T \ (z_1^i(x))^T \cdots (z_5^i(x))^T)^T, \quad (2.2)$$

$z^i(x_0) = 0$, defined in a neighborhood of $x_0$ and such that the vector fields $\tilde{f}$ and $\tilde{g}_i$ are expressed in these coordinates by

$$\tilde{f}(z^i) = \begin{pmatrix} \tilde{f}_1(x_1) \\ \vdots \\ \tilde{f}_{i-1}(x_{i-1}) \\ \tilde{f}_{i+1}(x_{i-1}) \\ \vdots \\ \tilde{f}_m(x_m) \\ \tilde{f}_{z_1^i}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, z_1^i) \\ \tilde{f}_{z_2^i}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, z_2^i) \\ \tilde{f}_{z_3^i}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, z_1^i, z_2^i, z_3^i) \\ \tilde{f}_{z_4^i}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, z_1^i, z_2^i, z_3^i, z_4^i) \\ \tilde{f}_{z_5^i}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, z_1^i, z_2^i, z_3^i, z_4^i, z_5^i) \end{pmatrix},$$

$$\tilde{g}_i(z^i) = \begin{pmatrix} 0 \\ \vdots \\ 0 \\ \vdots \\ 0 \\ \tilde{g}_{z_1^i}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, z_1^i) \\ \tilde{g}_{z_2^i}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, z_2^i, z_3^i) \\ \tilde{g}_{z_3^i}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, z_1^i, z_2^i, z_3^i, z_4^i) \\ \tilde{g}_{z_4^i}(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_m, z_1^i, z_2^i, z_3^i, z_4^i, z_5^i) \end{pmatrix}.$$
Let us consider the subsystem \( \text{MIX} \).

The dynamics (2.3) is trivial in the case of linear systems, since \( \Delta_{\text{MIX}} = \mathbb{Q} \).

It makes sense to consider also the restrictions \( \tilde{f}_i L_{\text{MIX}}^{\Delta_{\text{MIX}}} \) and \( g_i L_{\text{MIX}}^{\Delta_{\text{MIX}}} \) (the latter since \( g_i \in \mathcal{R}_i \)). These vector fields induce a control system evolving on \( L_{\text{MIX}}^{\Delta_{\text{MIX}}} \), described in \( z^i \)-coordinates by

\[
\begin{pmatrix}
z_4^i \\
z_3^i \\
z_4^i \\
z_5^i
\end{pmatrix}
= \begin{pmatrix}
\tilde{f}_{z_4^i}(0, \ldots, 0, z_4^i) \\
\tilde{f}_{z_3^i}(0, \ldots, 0, z_1^i, 0, z_3^i) \\
\tilde{f}_{z_4^i}(0, \ldots, 0, z_1^i, 0, z_4^i, z_5^i) \\
\tilde{f}_{z_5^i}(0, \ldots, 0, z_1^i, 0, z_3^i, z_4^i, z_5^i)
\end{pmatrix}
+ \begin{pmatrix}
\tilde{g}_{iz_4^i}(0, \ldots, 0, z_4^i) \\
\tilde{g}_{iz_3^i}(0, \ldots, 0, z_1^i, 0, z_3^i) \\
\tilde{g}_{iz_4^i}(0, \ldots, 0, z_1^i, 0, z_4^i, z_5^i) \\
\tilde{g}_{iz_5^i}(0, \ldots, 0, z_1^i, 0, z_3^i, z_4^i, z_5^i)
\end{pmatrix}
\begin{pmatrix}
u_i
\end{pmatrix}.
\]

Let us consider the subsystem

\[
\begin{pmatrix}
\dot{z}_1^i \\
\dot{z}_3^i
\end{pmatrix}
= \begin{pmatrix}
\tilde{f}_{z_1^i}(0, \ldots, 0, z_1^i) \\
\tilde{f}_{z_3^i}(0, \ldots, 0, z_1^i, 0, z_3^i)
\end{pmatrix}
+ \begin{pmatrix}
\tilde{g}_{iz_1^i}(0, \ldots, 0, z_1^i) \\
\tilde{g}_{iz_3^i}(0, \ldots, 0, z_1^i, 0, z_3^i)
\end{pmatrix}
\begin{pmatrix}
u_i
\end{pmatrix}.
\]

It is worth noting that, in the case of linear systems, (2.4) is a controllable system, since \( \Delta_{\text{MIX}} = \mathbb{Q} \) and \( \mathcal{R}_i \) is a controllability subspace.

A first question arises if the distribution \( \Delta_{\text{MIX}} \), associated to the regular solution \( \mathcal{R}_1, \ldots, \mathcal{R}_\nu \), is invariant under regular feedback laws, which render invariant \( \mathcal{R}_1, \ldots, \mathcal{R}_\nu \).

This is answered in the next proposition, which can be proven exactly as proposition
3.4.2. Given a feedback law \( u = \alpha'(x) + \beta'(x)v \), let us partition \( \alpha'(x) \) and \( \beta'(x) \) as
\[
\alpha'(x) = (\alpha'_1(x) \cdots \alpha'_{\nu+1}(x))^T \quad \text{and} \quad \beta'(x) = (\beta'_1(x) \cdots \beta'_{\nu+1}(x)),
\]
respectively. Moreover, let \( \Sigma \) be the system (1.8) corresponding to the given regular solution \( \mathcal{R}_1, \ldots, \mathcal{R}_\nu \) and denote by \( \Sigma' \) the closed-loop system resulting from plugging this feedback law into \( \Sigma \). Correspondingly, let us denote by \( \Delta^\Sigma_{\text{MIX}} \) the distribution defined as \( \Delta^\Sigma_{\text{MIX}} \) but with \( \tilde{f} \) and \( \tilde{g}_j \), \( j = 1, \ldots, \nu + 1 \), replaced by \( \tilde{f}' = \tilde{f} + \tilde{G}\alpha' \) and \( \tilde{g}_j' = \tilde{G}\beta'_j \), respectively.

**Proposition 2.2.** Assume that (A1) and (A3) hold and let \( \mathcal{R}_1, \ldots, \mathcal{R}_\nu \) be a regular solution. Let \( u = \alpha'(x) + \beta'(x)v \) be a regular feedback law, which satisfies (1.7). We have \( \Delta^\Sigma_{\text{MIX}} = \Delta'^\Sigma_{\text{MIX}} \) for all \( x \) in a neighbourhood of \( x_0 \). Moreover, each component of \( \alpha'_i(x) \) is equal to 0 for \( x \in L^\mathcal{R}_j+\Delta^\Sigma_{\text{MIX}}x_0 \), \( j \neq i \) and \( i = 1, \ldots, \nu \); in particular, each component of \( \alpha'(x) \) is equal to 0 for \( x \in L^\Delta^\Sigma_{\text{MIX}}x_0 \).

By proposition 2.2 and reasoning as in proposition 1.7, we can also prove the following. Let \( \Sigma \) and \( \Sigma' \) be as above. Moreover, let (2.3)' and (2.4)' be the dynamics defined on \( \Sigma' \) and corresponding to (2.3) and (2.4), respectively.

**Proposition 2.3.** The dynamics (2.3) and (2.3)' are equal up to changes of coordinates, defined in a neighbourhood of \( x_0 \). The systems (2.4) and (2.4)' are equal up to changes of coordinates and invertible static feedback transformations.

While proposition 2.2 solves our doubts about the invariance of the distribution \( \Delta^\Sigma_{\text{MIX}} \), associated to a regular solution \( \mathcal{R}_1, \ldots, \mathcal{R}_\nu \), under regular feedback laws, which render invariant \( \mathcal{R}_1, \ldots, \mathcal{R}_\nu \), we are left wondering if there is any significant relation between the dynamics (2.3) (or (2.4)), respectively associated to different regular solutions. We will show that the dynamics (2.3), associated to the maximal regular solution \( \mathcal{R}_1^*, \ldots, \mathcal{R}_\nu^* \), is a subdynamics of the corresponding dynamics (2.3), associated to any other regular solution \( \mathcal{R}_1, \ldots, \mathcal{R}_\nu \). On the other hand, we will show also that the system (2.4), associated to a given regular solution \( \mathcal{R}_1, \ldots, \mathcal{R}_\nu \), can be obtained from the corresponding system (2.4), associated to the maximal regular solution \( \mathcal{R}_1^*, \ldots, \mathcal{R}_\nu^* \), through an invertible dynamic feedback law.

Toward this end, we need some preliminary results. Let us denote by \( \Delta^\Sigma_{\text{MIX}} \) and \( \Delta^*_{\text{MIX}} \), respectively, the distribution (2.1) associated to the regular solution \( \mathcal{R}_1, \ldots, \mathcal{R}_\nu \) and the corresponding distribution (2.1) associated to the maximal regular solution \( \mathcal{R}_1^*, \ldots, \mathcal{R}_\nu^* \).

**Proposition 2.4.** Suppose that \( \mathcal{R}_1, \ldots, \mathcal{R}_\nu \) and \( \mathcal{R}_1^*, \ldots, \mathcal{R}_\nu^* \) be regular solution. Then, if the distribution \( \Delta^\Sigma_{\text{MIX}} \cap Q^* \) has constant dimension in a neighbourhood of \( x_0 \), we have
\[
\Delta^\Sigma_{\text{MIX}} + Q^* = \Delta^*_{\text{MIX}}.
\]
Proof. From the proof of proposition 1.8 we know that there exist a regular feedback law \( u = \alpha(x) + \beta(x)v \) and a block partition \( \beta_1(x), \beta_2(x), \ldots, \beta_{\nu+1}(x) \) of \( \beta(x) \) which satisfy (1.12) and (1.13). Let \( \tilde{\Sigma} \) be the system obtained from plugging this feedback law into (1.8). Moreover, let \((\alpha, \beta, \gamma) \) be the dynamics (2.3) associated to the maximal regular solution \( \tilde{\Sigma} \). By Frobenius' theorem and proposition 2.4, there exists a change of coordinates \( \zeta(x) = (x_1^T \cdots x_{\nu+1}^T, \zeta_{\nu+1}(x) \cdots \zeta_{\nu+5}(x))^T \), \( \zeta(x_0) = 0 \), defined in a

\[
\begin{array}{l}
\text{prop} \\
\text{2.5. Let } R_1, \ldots, R_\nu \text{ and } R_1^*, \ldots, R_\nu^* \text{ be regular solutions. Moreover, assume that the distribution } \Delta_{\text{MIX}} \cap Q^* \text{ has constant dimension in a neighbourhood of } x_0. \text{ Then, the dynamics } (2.3)^* \text{ is a subdynamics of the dynamics } (2.3). \text{ Moreover, the system } (2.4)^* \text{ can be obtained from } (2.4)^* \text{ through an invertible dynamic feedback law.} \\
\end{array}
\]

Proof. Let \( \tilde{\Sigma} \) be as above. The distributions \( Q^* \), \( Q \), \( \Delta_{\text{MIX}} + Q^* \), \( \Delta_{\text{MIX}} \cap Q^* \), \( \Delta_{\text{MIX}} \) and \( \Delta_{\text{MIX}}^\ast \) have constant dimension in a neighbourhood of \( x_0 \), are involutive and invariant under \( \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_{\nu+1} \). By Frobenius' theorem and proposition 2.4, there exists a change of coordinates \( \zeta(x) = (x_1^T \cdots x_{\nu+1}^T, \zeta_{\nu+1}(x) \cdots \zeta_{\nu+5}(x))^T \), \( \zeta(x_0) = 0 \), defined in a
neighbourhood of $x_0$, such that $\tilde{\Sigma}$ is expressed in these coordinates by

$$
\dot{x}_i = f_i(x_i) + g_{ii}(x_i)u_i, \quad i = 1, \ldots, \nu,
$$

$$
\dot{\zeta}_{\nu+1} = \tilde{f}_{\zeta_{\nu+1}}(x_1, \ldots, x_\nu, \zeta_{\nu+1}) + \nu \sum_{j=1}^{\nu} \tilde{g}_{\zeta_{\nu+1}, j}(x_1, \ldots, x_\nu, \zeta_{\nu+1})u_j,
$$

$$
\dot{\zeta}_{\nu+2} = \tilde{f}_{\zeta_{\nu+2}}(x_1, \ldots, x_\nu, \zeta_{\nu+1}, \zeta_{\nu+2}) + \nu \sum_{j=1}^{\nu} \tilde{g}_{\zeta_{\nu+2}, j}(x_1, \ldots, x_\nu, \zeta_{\nu+1}, \zeta_{\nu+2})u_j,
$$

$$
\dot{\zeta}_{\nu+3} = \tilde{f}_{\zeta_{\nu+3}}(x_1, \ldots, x_\nu, \zeta_{\nu+1}, \zeta_{\nu+3}) + \nu \sum_{j=1}^{\nu} \tilde{g}_{\zeta_{\nu+3}, j}(x_1, \ldots, x_\nu, \zeta_{\nu+1}, \zeta_{\nu+3})u_j,
$$

$$
\dot{\zeta}_{\nu+4} = \tilde{f}_{\zeta_{\nu+4}}(x_1, \ldots, x_\nu, \zeta_{\nu+1}, \ldots, \zeta_{\nu+4}) + \nu \sum_{j=1}^{\nu} \tilde{g}_{\zeta_{\nu+4}, j}(x_1, \ldots, x_\nu, \zeta_{\nu+1}, \ldots, \zeta_{\nu+4})u_j,
$$

$$
\dot{\zeta}_{\nu+5} = \tilde{f}_{\zeta_{\nu+5}}(x_1, \ldots, x_\nu, \zeta_{\nu+1}, \ldots, \zeta_{\nu+5}) + \nu \sum_{j=1}^{\nu+1} \tilde{g}_{\zeta_{\nu+5}, j}(x_1, \ldots, x_\nu, \zeta_{\nu+1}, \ldots, \zeta_{\nu+5})u_j,
$$

with

$$
Q = \text{span}\{\partial/\partial \zeta_{\nu+5}\},
$$

$$
\Delta_{\text{MIX}} \cap Q^* = \text{span}\{\partial/\partial \zeta_{\nu+4}, \partial/\partial \zeta_{\nu+5}\},
$$

$$
\Delta_{\text{MIX}} = \text{span}\{\partial/\partial \zeta_{\nu+3}, \partial/\partial \zeta_{\nu+4}, \partial/\partial \zeta_{\nu+5}\},
$$

$$
Q^* = \text{span}\{\partial/\partial \zeta_{\nu+2}, \partial/\partial \zeta_{\nu+3}, \partial/\partial \zeta_{\nu+4}, \partial/\partial \zeta_{\nu+5}\},
$$

$$
\Delta_{\text{MIX}}^* = \text{span}\{\partial/\partial \zeta_{\nu+2}, \partial/\partial \zeta_{\nu+3}, \partial/\partial \zeta_{\nu+4}, \partial/\partial \zeta_{\nu+5}\},
$$

$$
R^* = \text{span}\{\partial/\partial \zeta_{\nu+1}, \partial/\partial \zeta_{\nu+2}, \partial/\partial \zeta_{\nu+3}, \partial/\partial \zeta_{\nu+4}, \partial/\partial \zeta_{\nu+5}\},
$$

and the partition $u_1, \ldots, u_{\nu+1}$ of the input vector $u$ corresponds to the partition $\beta_1(x), \ldots, \beta_{\nu+1}(x)$ of $\beta(x)$ in proposition 2.4.

Clearly, in $\zeta$-coordinates, the dynamics (2.3), associated to the regular solution $R_1, \ldots, R_{\nu}$, is given by

$$
\dot{\zeta}_{\nu+3} = \tilde{f}_{\zeta_{\nu+3}}(0, \ldots, 0, \zeta_{\nu+3}),
$$

$$
\dot{\zeta}_{\nu+4} = \tilde{f}_{\zeta_{\nu+4}}(0, \ldots, 0, \zeta_{\nu+3}, \zeta_{\nu+4}),
$$

and the dynamics (2.3), associated to the maximal regular solution $R^*_1, \ldots, R^*_\nu$, is given by

$$
\dot{\zeta}_{\nu+3} = \tilde{f}_{\zeta_{\nu+3}}(0, \ldots, 0, \zeta_{\nu+3}).
$$

By direct inspection of (2.5) and (2.6), it follows that (2.3)* is a subdynamics of (2.3).

Now, we will prove the second part of the proposition. Let $u_1^1, u_1^2, \ldots, u_\nu^1, u_\nu^2, u_{\nu+1}$ be the partition of the input vector $u$ corresponding to the partition $\beta_1^1(x), \beta_1^2(x), \ldots, \beta_\nu^1(x), \beta_\nu^2(x), \beta_{\nu+1}(x)$ of $\beta(x)$ (see the proof of proposition 1.8).
The distributions $\Delta_{\text{MIX}}, \Delta_{\text{MIX}}^*, \Delta_{\text{MIX}} \cap Q^*, \Delta_{\text{MIX}}^* \cap (R_i + \Delta_{\text{MIX}}), R_i + \Delta_{\text{MIX}}$ and $R_i^* + \Delta_{\text{MIX}}^*$ have constant dimension in a neighbourhood of $x_0$, are involutive and invariant under $\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_{\nu+1}$. Moreover, $G_i^2 \oplus \ldots \oplus G^2_{\nu} \oplus G_{\nu+1} \subset Q^*$. By Frobenius’ theorem and proposition 2.4, there exists a change of coordinates $\xi(x) = (\xi^T(x))$, $\xi(x_0) = 0$, defined in a neighbourhood of $x_0$ and such that $\Sigma$ is expressed in these coordinates by

$$\dot{\xi}_1 = \tilde{f}_{\xi_1}(\xi_1) + \sum_{j \neq 1} \tilde{g}_{\xi_1,j}^1(\xi_1)u_j^1,$$

$$\dot{\xi}_2 = \tilde{f}_{\xi_2}(\xi_1, \xi_2) + \sum_{j=1}^\nu \tilde{g}_{\xi_2,j}^1(\xi_1, \xi_2)u_j^1,$$

$$\dot{\xi}_3 = \tilde{f}_{\xi_3}(\xi_1, \xi_3) + \sum_{h=1}^2 \sum_{j=1}^\nu \tilde{g}_{\xi_3,j}^h(\xi_1, \xi_3)u_j^h + \tilde{g}_{\xi_3,\nu+1}(\xi_1, \xi_3)u_{\nu+1},$$

$$\dot{\xi}_4 = \tilde{f}_{\xi_4}(\xi_1, \ldots, \xi_4) + \sum_{h=1}^3 \sum_{j=1}^\nu \tilde{g}_{\xi_4,j}^h(\xi_1, \ldots, \xi_4)u_j^h + \tilde{g}_{\xi_4,\nu+1}(\xi_1, \ldots, \xi_4)u_{\nu+1},$$

$$\dot{\xi}_5 = \tilde{f}_{\xi_5}(\xi_1, \ldots, \xi_5) + \sum_{h=1}^4 \sum_{j=1}^\nu \tilde{g}_{\xi_5,j}^h(\xi_1, \ldots, \xi_5)u_j^h + \tilde{g}_{\xi_5,\nu+1}(\xi_1, \ldots, \xi_5)u_{\nu+1},$$

where

$$\Delta_{\text{MIX}} = \text{span}\{\partial/\partial \xi_5\},$$

$$\Delta_{\text{MIX}}^* \cap (R_i + \Delta_{\text{MIX}}) = \text{span}\{\partial/\partial \xi_4, \partial/\partial \xi_5\},$$

$$\Delta_{\text{MIX}}^* = \text{span}\{\partial/\partial \xi_3, \partial/\partial \xi_4, \partial/\partial \xi_5\},$$

$$R_i + \Delta_{\text{MIX}} = \text{span}\{\partial/\partial \xi_2, \partial/\partial \xi_4, \partial/\partial \xi_5\},$$

$$R_i^* + \Delta_{\text{MIX}}^* = \text{span}\{\partial/\partial \xi_2, \partial/\partial \xi_3, \partial/\partial \xi_4, \partial/\partial \xi_5\}.$$ 

Clearly, in $\xi$–coordinates, the system (2.4), associated to the regular solution $R_1, \ldots, R_\nu$, is given by

$$\dot{\xi}_2 = \tilde{f}_{\xi_2}(0, \xi_2) + \tilde{g}_{\xi_2,i}^1(0, \xi_2)u_i^1,$$

$$\dot{\xi}_4 = \tilde{f}_{\xi_4}(0, \xi_2, 0, \xi_4) + \sum_{h=1}^2 \tilde{g}_{\xi_4,j}^h(0, \xi_2, 0, \xi_4)u_j^h. \quad (2.7)$$

On the other hand, the system (2.6)*, associated to the maximal regular solution $R_1^*, \ldots, R_\nu^*$, is given by

$$\dot{\xi}_2 = \tilde{f}_{\xi_2}(0, \xi_2) + \tilde{g}_{\xi_2,i}^1(0, \xi_2)u_i^1. \quad (2.8)$$

By direct inspection of (2.7) and (2.8), it follows that the system (2.4)*, associated to the maximal regular solution $R_1^*, \ldots, R_\nu^*$, is a subdynamics of the system (2.4), associated to the regular solution $R_1, \ldots, R_\nu$. This, together with proposition 2.3, implies that, the dynamics (2.4) can be obtained from (2.4)* through an invertible dynamic feedback law.
5.2.2 Necessary and sufficient conditions for a class of nonlinear systems

In this section, we will give some necessary and sufficient conditions to solve NLSD for the class of systems considered in section 2.1. Let us begin with necessary conditions. Assume that NLSD is solvable and consider the class of invertible feedback laws. What can be said about the dynamics \((1.9)^*\) and \((1.10)^*\), respectively? We will show that, in analogy with the case \(m = p = \nu\), if NLSD is solvable, then the dynamics \((1.9)^*\) must be locally asymptotically stable at the origin and the dynamics \((1.10)^*\) must be locally asymptotically stabilizable at the origin via dynamic feedback. On the other hand, as we have shown in the example at the beginning of section 1.1, if NLSD is solvable, the dynamics \((1.11)^*\) is not necessarily asymptotically stabilizable at the origin.

Before going further, we need the following definition, which generalizes the one given in section 3.1.

**Definition 2.6.** An invertible feedback law

\[
\begin{align*}
u &= \alpha(x, w) + \beta(x, w)v, \\
\dot{w} &= \delta(x, w) + \gamma(x, w)v, \quad w \in \mathbb{R}^n
\end{align*}
\]

is weakly noninteractive (in a generalized sense) if there exist \(\mu \geq 1\) and block partitions

\[
\alpha(x, w) = (\alpha^T_1(x, w) \cdots \alpha^T_{\mu+1}(x, w))^T, \quad \beta(x, w) = (\beta_1(x, w) \cdots \beta_{\mu+1}(x, w))^T,
\]

\[
\beta_j(x, w) = (\beta^T_{1j}(x, w) \cdots \beta^T_{\mu+1,j}(x, w))^T, \quad j = 1, \ldots, \mu+1,
\]

such that for all \(x^e\) in a neighbourhood of \(x^e_0\)

\[
\begin{align*}
\beta_{ij}(x^e) &= 0, \quad j \neq i, \ i \neq \mu + 1, \\
L_{g_{ij}} \tilde{D}^e \alpha_i(x^e) &= 0, \quad j \neq i, \ i \neq \mu + 1, \\
L_{g_{ij}} \tilde{D}^e \beta_{ii}(x^e) &= 0, \quad j \neq i, \ i \neq \mu + 1,
\end{align*}
\]

where \(\tilde{D}^e\) is an arbitrary composition of the Lie derivatives \(L_{\tilde{f}^e}\) and \(L_{\tilde{g}_{ij}^e}\), \(j = 1, \ldots, \mu + 1\).

When \(m = p = \nu\), the above definition coincides with the one given in section 3.1 (in this case, we have \(\mu = m\)).

The following lemma generalizes corollary 3.1.4. Moreover, it proves that every feedback law, which solves ND for the class of systems considered, can be expressed as the cascade of a regular feedback law together with a weakly invertible feedback law. Let \(\Sigma^*\) be the system \((1.8)\) with \(R_i = R_i^*\).
Lemma 2.7. Assume that (A1), (A2), (A2b) and (A3) hold. Any invertible feedback law, which solves ND for $\tilde{\Sigma}$, is weakly noninteractive (in a generalized sense).

Proof. Let $\tilde{\Sigma}^e$ be the system resulting from plugging an invertible feedback law, which solves ND, into $\tilde{\Sigma}^e$. For simplicity of notation, we will assume that $\dim (\text{span} \{\tilde{g}_i^e\})(x^e)) = 1$ for $i = 1, \ldots, \nu + 1$.

Since $\tilde{\Sigma}^e$ is noninteractive, from lemma 3.3.1 of [52] it follows that

$$L_{g_j^e}^i \tilde{D}^e h_i^e(x^e) = 0, \quad i \neq j,$$

(2.13)

where $\tilde{D}^e$ is an arbitrary composition of the Lie derivatives $L_{g_j^e}$, and $L_{g_j^e}$, $j = 1, \ldots, \nu + 1$. Now, fix $j \in \{1, \ldots, \nu\}$. First, we will prove (2.10) with $\mu = \nu$. Assume that $\beta_{ij}(x^e) \neq 0$ in a neighbourhood of $x_0$ for some $i \neq \{j, \nu + 1\}$. We will show that this leads to a contradiction. For, let $\tilde{g}_0^e = \tilde{f}^e$. Moreover, let us define recursively the following vector fields of $G^n + u^w$ (depending on $j$)

$$X_i^e(x, w) = \sum_{i \neq j} \tilde{g}_i(x)\beta_{ij}(x, w) + \tilde{X}_i^e(x, w),$$

$$X_{i_1 \ldots i_0}(x, w) = [\tilde{g}_{i_1}, X_{i_2 \ldots i_0}] + \sum_{i \neq j} \tilde{g}_i(x)\varphi_{i_1 \ldots i_0}(x, w) + \tilde{X}_{i_1 \ldots i_0}(x, w),$$

(2.14)

$s \geq 1$, $l_s \in \{0, \ldots, \nu + 1\}$, where $\tilde{X}_{i_0}, \ldots, \tilde{X}_{i_1 \ldots i_0} \in G^w$ and the smooth (possibly vector–valued) functions $\varphi_{i_1 \ldots i_0}(x, w)$ are chosen in such a way to satisfy the following equalities

$$dh_i^e(x, w)(\tilde{g}_j^e(x, w)) - \sum_{i \neq j} \tilde{g}_i(x)\beta_{ij}(x, w) = 0,$$

$$dh_i^e(x, w)\tilde{X}_{i_1 \ldots i_0}(x, w) = [\tilde{g}_{i_1}, X_{i_2 \ldots i_0}](x, w) - \sum_{i \neq j} \tilde{g}_i(x)\varphi_{i_1 \ldots i_0}(x, w) + \tilde{X}_{i_1 \ldots i_0}(x, w) = 0,$$

for $i \neq j$. This choice is always possible since from (2.13) and straightforward computations we obtain

$$[\tilde{g}_{i_1}, [\tilde{g}_{i_2}, \ldots, \tilde{g}_{i_m}]](x, w) = [\tilde{g}_{i_1}, X_{i_2 \ldots i_m}](x, w) + G(x)\Phi_{i_2 \ldots i_m}(x, w) + \tilde{X}_{i_1 \ldots i_m}(x, w)$$

for some $m \times 1$ vectors $\Phi_{i_2 \ldots i_m}(x, w)$, with smooth entries, and smooth vector fields $\tilde{X}_{i_1 \ldots i_m} \in G^w$.

In what follows, for simplicity of notation, if not otherwise stated, we will use $x^e$ instead of $(x, w)$. Let $\tilde{\Delta}^e$ (depending on $j$) be the smooth distribution spanned by the
vector fields (2.14). On an open and dense subset $U^e \subset \mathbb{R}^{n+n_w}$ the distribution $\tilde{\Delta}^e$ has constant dimension. This, together with (2.14), implies that

$$[\tilde{g}_j^e, \tilde{\Delta}^e] \subset \tilde{\Delta}^e + G^e, \quad j = 0, \ldots, \nu + 1$$

for all $x^e \in U^e$ and for $j = 1, \ldots, \nu + 1$. Moreover, from (2.13), it follows that $\tilde{\Delta}^e \subset \bigcap_{i \neq j} K^e_i$. Now, denote by $\Delta^e(\bigcap_{i \neq j} K^e_i)$ the family of smooth distributions $\Delta^e \subset \mathbb{R}^{n+n_w}$, which are contained in $\bigcap_{i \neq j} K^e_i$ and satisfy

$$[\tilde{g}_j^e, \Delta^e] \subset \Delta^e + G^e, \quad j = 0, \ldots, \nu + 1.$$  

Clearly, $\Delta^e(\bigcap_{i \neq j} K^e_i)$ is closed under the sum of distributions. Thus, there exists $\Delta^e^* \in \Delta^e(\bigcap_{i \neq j} K^e_i)$, which is maximal in the sense that any other distribution $\Delta^e$, contained in $\bigcap_{i \neq j} K^e_i$ and satisfying (2.15), is contained in $\Delta^e^*$. Note that by construction $\tilde{\Delta}^e \subset \Delta^e^*$ on $U^e$.

Let $\mathcal{V}^*_j$ be the maximal controlled invariant distribution for $\tilde{\Sigma}^*$, contained in $\bigcap_{i \neq j} K^e_i$. Suppose for a moment that $\Delta^e^* = \mathcal{V}^*_j + G^w$ for all $x^e$ in a neighbourhood of $x^e_0$ (here, $\mathcal{V}^*_j$ is thought of as a distribution of $\mathbb{R}^{n+n_w}$). Since by assumption $\mathcal{V}^*_j + G^w$ has constant dimension for all $x^e$ in a neighbourhood of $x^e_0$, it follows from lemma 2.3.4 of [55] that

$$\tilde{\Delta}^e \subset \mathcal{V}^*_j + G^w$$  

for all $x^e$ in a neighbourhood of $x^e_0$. Now, we claim that the distribution $(\sum_{i \neq j} \mathcal{V}^*_i) \cap \mathcal{V}^*_j$ is controlled invariant for $\tilde{\Sigma}^*$ and is contained in $\bigcap_{i = 1}^\nu K^e_i$. Indeed, since $\sum_{i \neq j} \mathcal{V}^*_i \subset K^e_j$, it immediately follows that $(\sum_{i \neq j} \mathcal{V}^*_i) \cap \mathcal{V}^*_j \subset \bigcap_{i = 1}^\nu K^e_i$. Since $\tilde{\Sigma}^*$ has vector relative degree at $x^e_0$, from lemma 5.1.2 and remark 6.3.15 of [55] it follows that $\sum_{i \neq j} \mathcal{V}^*_i$ is controlled invariant for $\tilde{\Sigma}^*$. We have

$$[\tilde{g}_i, (\sum_{i \neq j} \mathcal{V}^*_i) \cap \mathcal{V}^*_j] \subset (\sum_{i \neq j} \mathcal{V}^*_i + \mathcal{G}) \cap (\mathcal{V}^*_j + \mathcal{G}) = (\sum_{i \neq j} \mathcal{V}^*_i + \mathcal{V}^*_j \cap \mathcal{G}) \cap \mathcal{V}^*_j + \mathcal{G} =$$

$$= (\sum_{i \neq j} \mathcal{V}^*_i) \cap \mathcal{V}^*_j + \mathcal{G}$$

for $i = 1, \ldots, \nu + 1$. This proves our claim.

Now, note that $X^e_{t_0} \in (\sum_{i \neq j} \mathcal{V}^*_i) \cap \mathcal{G} + G^w$. This, together with (2.16), implies that

$$X^e_{t_0} \subset (\sum_{i \neq j} \mathcal{V}^*_i) \cap \mathcal{V}^*_j \cap \mathcal{G} + G^w.$$  

(2.17)
It is not hard to show that the maximal controllability distribution for $\Sigma^*$, contained in $\bigcap_{i=1}^{\nu} K_i$, is equal to $Q^*$. Moreover, let $\mathcal{V}^*$ be the maximal controlled invariant distribution for $\Sigma^*$, contained in $\bigcap_{i=1}^{\nu} K_i$. Since $\bigoplus_{i \neq j} \mathcal{V}^*_i \cap \mathcal{V}^*_j$ is controlled invariant and it is contained in $\bigcap_{i=1}^{\nu} K_i$, it follows that $\bigoplus_{i \neq j} \mathcal{V}^*_i \cap \mathcal{V}^*_j \subset \mathcal{V}^*$. From (2.17) we conclude that $X_{i_0}^e \in Q^* \cap G + G^w$ (here, $Q^* \cap G$ is thought of as a distribution of $\mathbb{R}^{n+n_w}$). This gives the claimed contradiction, since $X_{i_0}^e = \bigoplus_{i \neq j} \tilde{g}_i \beta_{ij} + \tilde{X}_{i_0}^e$ and span $\{\tilde{g}_1, \ldots, \tilde{g}_\nu\} \cap Q^* = 0$ for all $x$ in a neighbourhood of $x_0$. In a similar way, we can prove that $\beta_{i, \nu+1}(x^e) = 0$ for all $x^e$ in a neighbourhood of $x_0^e$ and for $i \neq \nu + 1$. In what follows, we will assume that $\beta_{ij}(x^e) = 0$ for all $x^e$ in a neighbourhood of $x_0^e$, for $j = 1, \ldots, \nu + 1$ and $i \neq \{j, \nu + 1\}$ (in this case we will consider the vector fields

$$X_{i_0}^e(x, w) = \sum_{i=1}^{\nu+1} \tilde{g}_i(x) \beta_{ij}(x, w) + \tilde{X}_{i_0}^e(x, w),$$

$$X_{t_{s \ldots i_0}}^e(x, w) = [\tilde{g}_{t_s}^e, X_{t_{s-1 \ldots i_0}}^e](x, w) + \sum_{i=1}^{\nu+1} \tilde{g}_i(x) \varphi_{t_s \ldots t_{0i}}(x, w) + \tilde{X}_{t_{s \ldots i_0}}^e(x, w),$$

$s \geq 1, t_s \in \{0, \ldots, \nu + 1\}$.

Finally, we will prove (2.11) and (2.12) with $\mu = \nu$ by using induction. Fix $j \in \{1, \ldots, \nu\}$. First, note that, since $\beta_{ij}(x^e) = 0$ for $i \neq \{j, \nu + 1\}$ and for all $x^e$ in a neighbourhood of $x_0^e$, we have

$$0 = dh_i^e(x, w)([\tilde{f}^e, \tilde{g}_j^e])(x, w) = dh_i(x)(\sum_{i \neq j} \tilde{g}_i(x)(-L_{g_j^e} \alpha_i(x, w))), \quad i \neq j,$n

$$0 = dh_i^e(\sum_{i \neq j} [\tilde{g}_i^e, \tilde{g}_j^e])(x, w) = dh_i(x)(\tilde{g}_i(x)(-L_{g_j^e} \beta_{ii}(x, w))), \quad i \neq j.$$

Reasoning as above with $\beta_{ij}(x^e)$ replaced by $L_{g_j^e} \alpha_i(x^e)$ and $L_{g_j^e} \beta_{ii}(x^e)$, respectively, we can prove that

$$L_{g_j^e} \alpha_i(x^e) = 0, \quad i \neq j, \quad (2.18)$$

$$L_{g_j^e} \beta_{ii}(x^e) = 0, \quad i \neq j$$

for all $x^e$ in a neighbourhood of $x_0^e$. Now, assume that for all $x^e$ in a neighbourhood of $x_0^e$

$$L_{g_j^e} \tilde{D}^{ek} \alpha_i(x^e) = 0, \quad i \neq j,$n

$$L_{g_j^e} \tilde{D}^{ek} \beta_{ii}(x^e) = 0, \quad i \neq j, \quad (2.19)$$

where $\tilde{D}^{ek}$ is an arbitrary composition of at most $k \geq 1$ Lie derivatives $L_{\tilde{f}^e}$ and $L_{\tilde{g}_i^e}$.
Using essentially the same arguments of Lemma 6.3.2 of [55], it is not hard to show that, if there exists \( k^* \geq 0 \) such that \( \Omega^e_{k^*} = \Omega^e_{k^*+1} \) and \( \Omega^e_k \) and \( \Omega^e_k \cap (G^e)^\perp \) have constant dimension for all \( x^e \) in a neighbourhood of \( x^e_0 \) and for all \( k \), we have \( \ker \{ \Omega^e_{k^*} \} = \Delta^e \). Moreover, if \( \Omega^e_k = \Omega^e_{k+1} \) for some \( k \geq 0 \), then \( \Omega^e_k = \Omega^e_{k+1} \) for all \( h \geq k \).}

To prove the lemma, we will show that there exists \( k^* \geq 0 \) such that \( \ker \{ \Omega^e_{k^*} \} = \ker \{ \Omega^e_{k^*+1} \} = \mathcal{V}_j^e + G^w \) (here, \( \mathcal{V}_j^e \) is thought of as a distribution of \( \mathbb{R}^{n_j+n^w} \) and that \( \Omega^e_k \) and \( \Omega^e_k \cap (G^e)^\perp \) have constant dimension for all \( x^e \) in a neighbourhood of \( x^e_0 \) and for all \( k \). For, by assumption \( \Omega^e_0 \) has constant dimension in a neighbourhood of \( x^e_0 \). The codistribution \( \Omega^e_0 \cap (G^e)^\perp \) is spanned at each \( x^e \) by the rows of \( \Omega^e_0(x^e) \) which annihilate the vectors of \( G^e(x^e) \). Since \( \hat{\Sigma}^e \) has vector relative degree at \( x^e_0 \), \( \Omega^e_0 \cap (G^e)^\perp \) is spanned by the covector fields \( dh^e_i \), \( i \in \{1, \ldots, j-1, j+1, \ldots, \nu \} \), such that \( (dh^e_i, G^e)(x^e) = 0 \). Since \( L_{\hat{f}} dh^e_i = dL_{\hat{f}} h^e_i \) and \( L_{\hat{g}} dh^e_i = dL_{\hat{g}} h^e_i \), it follows that \( L_{\hat{f}} \Omega^e_0(x^e) = L_{\hat{f}}(\Omega^e_0(x^e) \cap (G^e)^\perp) = L_{\hat{f}}(\Omega^e_0 \cap (G^e)^\perp) \) and
Suppose now that for some $k > 0$ the codistribution $\Omega_k^e$ has constant dimension in a neighbourhood of $x_0^e$ and that $\Omega_k^e \cap (G^e)^\perp$ is spanned by the covector fields $dL_{\tilde{f}_e}^k h_{i,t}^e$, $i_t \in \{1, \ldots, j - 1, j + 1, \ldots, \nu\}$, such that $(dL_{\tilde{f}_e}^k h_{i,t}^e, G^e)(x^e) = 0$ for all $k_t$ such that $0 \leq k_t \leq \min\{k, r_{j_i} - 2\}$ $r_1, \ldots, r_{\nu}$ is the vector relative degree of $\tilde{\Sigma}^*$. Similarly, we have $L_{\tilde{f}_e}^k (\Omega_k^e \cap (G^e)^\perp) = L_{\tilde{f}_e}^k (\Omega_k^e \cap (G^e)^\perp)$ and $L_{\tilde{f}_e}^k (\Omega_k^e \cap (G^e)^\perp) = 0$ for $i = 1, \ldots, \nu + 1$. Since $\tilde{\Sigma}^*$ has vector relative degree at $x_0^e$, the codistribution $\Omega_{k+1}^e$ has always constant dimension in a neighbourhood of $x_0^e$ (see lemma 5.12 of [55] for a proof).

Clearly $\Omega_k^e \cap (G^e)^\perp$ is spanned by the covector fields $dL_{\tilde{f}_e}^k h_{i,t}^e$, $i_t \in \{1, \ldots, j - 1, j + 1, \ldots, \nu\}$, such that $(dL_{\tilde{f}_e}^k h_{i,t}^e, G^e)(x^e) = 0$ for all $k_t$ such that $0 \leq k_t \leq \min\{k + 1, r_{j_i}\} - 1$. The sequence (2.20) stops for $k = k^* = \max\{r_i - 2\}$, when $\Omega_{k^*} \cap (G^e)^\perp = \Omega_{k^*+1} \cap (G^e)^\perp$. This, together with the fact that $(V_j^*)^\perp = \text{span}\{dh_{i_1}, \ldots, dL_f^r h_{i} : i \neq j\}$ (corollary 6.3.14 of [55]), proves our thesis.

Now, we wish to generalize lemma 3.4.4 and remark 3.4.5 to the class of systems here considered. Toward this end, we need some preliminary results. First, let us consider an invertible feedback law which solves ND for $\tilde{\Sigma}^*$ and

$$(\alpha^T(x,w) \cdots \alpha^T_{\nu+1}(x,w))^T, (\beta_1(x,w) \cdots \beta_{\nu+1}(x,w))^T,$$

$$(\gamma^T(x,w) \cdots \gamma^T_{\nu+1}(x,w))^T, (\delta_1(x,w) \cdots \delta_{\nu+1}(x,w))^T$$

be the partitions of $\alpha(x,w)$, $\beta(x,w)$, $\gamma(x,w)$ and $\delta(x,w)$ corresponding to the partition $u_1, \ldots, u_{\nu+1}$ of the input vector $u$ in $\tilde{\Sigma}^*$. By definition 3.1.5, the system

$$u = \alpha(x,w) + \beta(x,w)v,$$

$$\dot{x} = f(x) + G(x)\alpha(x,w) + G(x)\beta(x,w)v,$$

$$\dot{w} = \gamma(x,w) + \delta(x,w)v,$$

with $\dot{x} = f(x) + G(x)v$ being $\tilde{\Sigma}^*$, is invertible in the sense of Singh. Now, let dim $(\text{span}\{\tilde{g}_i\})(x) = m_i$ and dim $(\text{span}\{\tilde{g}_i^e\})(x^e) = m_i^e$. From theorem 1 of [76] it follows that there exists a dynamic feedback law, defined on an open neighbourhood of the origin of the state space, such that the system, resulting from plugging this feedback law into (3.1.5), is noninteractive. Now, if $m_i = 1$, we can proceed as in the proof of proposition 3.1.3 ([86]) and conclude that each system

$$u_i = \alpha_i(x,w) + \beta_i(x,w)v_i,$$

$$\dot{x} = f(x) + G(x)\alpha_i(x,w) + G(x)\beta_i(x,w)v,$$

$$\dot{w} = \gamma(x,w) + \delta(x,w)v,$$

(2.21)
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where \( \bar{\gamma} \) has constant dimension in a neighborhood of \( \bar{x}_0 \).

Moreover, let

\[
\bar{h}(\zeta, x, w) = \zeta,
\]

where \( \bar{h}(\zeta, x, w) \) is a vector of fictitious outputs and let \( (\zeta^T, x^T, w^T)^T = \bar{x}^e \), with \( \bar{x}_0^e = 0 \). Moreover, let

\[
\bar{f}^e(\bar{x}^e) = \left( \frac{\alpha_i(x, w)}{f^e(x, w)} \right), \quad \bar{g}_j^e(\bar{x}^e) = \begin{cases} \frac{\beta_{ij}(x, w)}{g_i^e(x, w)} & \text{if } j = i \\
0_{m_i \times m_j} & \text{else}, \end{cases}
\]

\[
\bar{G}^e(\bar{x}^e) = (\bar{g}_1^e(\bar{x}^e) \quad \ldots \quad \bar{g}_{\nu+1}^e(\bar{x}^e)), \quad \bar{G}^e = \text{span}\{\bar{G}^e\}.
\]

With the above notations, we introduce the following sequence of distributions

\[
S_0^e = \bar{G}^e,
\]

\[
S_k^e = [\bar{f}^e, \ker\{d\zeta\} \cap S_{k-1}^e] + \sum_{j=1}^{\nu+1} [\bar{g}_j^e, \ker\{d\zeta\} \cap S_{k-1}^e] + S_{k-1}^e.
\]

Note that if the distributions \( S_k^e \) and \( S_{k+1}^e \cap \ker\{d\zeta\} \) have constant dimension for all \( k \), then there exists \( k^* \geq 0 \) such that \( S_k^{e*} = S_k^e \) for all \( k \geq k^* \). Moreover, \( S^{e*} = S_{k^*}^{e*} \) is the \textit{minimal} distribution which contains \( \bar{G}^e \) and satisfies \( [\bar{f}^e, S^{e*} \cap \ker\{d\zeta\}] \subset S^{e*} \) and \( [\bar{g}_j^e, S^{e*} \cap \ker\{d\zeta\}] \subset S^{e*}, \; j = 1, \ldots, \nu+1 \) (see also [66]).

We proceed now to show how the algorithm (2.23) can be implemented in practice.

To compute \( S_1^e \), we have to compute first \( \bar{G}^e \cap \ker\{d\zeta\} \). Let \( A_0(x^e) = \beta_{00}(x^e) \). Moreover, assume that \( A_0(x^e) \) has constant rank \( s_0 \) in a neighborhood of \( x_0^e \) and \( \bar{G}^e(\bar{x}^e) \) has constant rank in a neighborhood of \( \bar{x}_0^e \) (or, equivalently, that \( S_0^e \cap \ker\{d\zeta\} \) and \( S_0^e \) have constant dimension in a neighborhood of \( \bar{x}_0^e \)). Moreover, let \( t_0 \) be the number of columns of \( A_0(x^e) \). It is always possible to find matrices \( A_{0h}(x^e) \) and \( B_{0h}(x^e), \; h = 1, 2, \ldots, t_0 \).
with smooth entries and such that (after possibly permuting the columns of \( A_0(x^e) \)) we have

\[
A_0(x^e) = (A_{01}(x^e) \quad A_{02}(x^e)) \quad , \quad A_0B_{01}(x^e) = A_{01}(x^e) \quad , \quad A_0B_{02}(x^e) = 0_{m \times (l_0 - s_0)} \, ,
\]

with \((B_{01}(x^e) \quad B_{02}(x^e))\) invertible for all \(x^e\) in a neighbourhood of \(x_0^e\). Moreover, using (2.10), (2.11) and (2.12), it is not hard to show that the matrices \(B_{0h}(x^e), h = 1, 2\), can be chosen in such a way that

\[
L_{\tilde{g}_j} \tilde{D}^e B_{0h}(x^e) = 0, \quad j \neq i, \quad (2.24)
\]

where \(\tilde{D}^e\) is an arbitrary composition of the Lie derivatives \(L_{\tilde{f}_i}\) and \(L_{\tilde{g}_j}, j = 1, \ldots, v + 1\).

Let us define the following vector fields

\[
\begin{align*}
\tilde{T}_{01} &= (g_1^e \quad \cdots \quad g_{i-1}^e \quad g_i^e \quad \cdots \quad g_{\nu+1}^e) \\
\tilde{T}_{02} &= g_i^e B_{02}, \\
T_{02}^{(i)} &= (\tilde{T}_{01} \quad \tilde{T}_{02}) \\
T_{01} &= g_i^e B_{01}, \\
T_1 &= (T_{01} \quad T_{02} \quad [g_1^e, T_{02}] \quad \cdots \quad [g_{\nu+1}^e, T_{02}] \quad [f^e, T_{02}]),
\end{align*}
\]

and

\[
\begin{align*}
\tilde{R}_{02} &= g_i^e B_{02}, \\
R_{01} &= g_i^e B_{01}.
\end{align*}
\]

The distribution \(\tilde{G}^e \cap \{d\zeta\}\) is spanned by the vector fields \(T_{02}\) and the distribution \(S_i^e\) is spanned by the vector fields \(T_1\).

At the step \((k + 1)\)-th, \(k \geq 1\), to compute \(S_{k+1}^e\) we have to compute first \(S_k^e \cap \{d\zeta\}\).

Let

\[
A_k(x^e) = (A_{k-1,1}(x^e) \quad L_{R_{k-1,2}} \beta_{i1}(x^e) \quad L_{R_{k-1,2}} \alpha_{i}(x^e))
\]

Moreover, assume that \(A_k(x^e)\) has constant rank \(s_k\) in a neighbourhood of \(x_0^e\) and \(T_k(\tilde{x}^e)\) has constant rank in a neighbourhood of \(\tilde{x}_0^e\) (or, equivalently, that \(S_k^e \cap \ker \{d\zeta\}\) and \(S_k^e\) have constant dimension in a neighbourhood of \(\tilde{x}_0^e\)). In this case, it is possible to find matrices \(A_{kh}(x^e)\) and \(B_{kh}(x^e), h = 1, 2\), with smooth entries and such that (after possibly permuting the columns of \(A_k(x^e)\)) we have

\[
A_k(x^e) = (A_{k1}(x^e) \quad A_{k2}(x^e)) \quad , \quad A_kB_{k1}(x^e) = A_{k1}(x^e) \quad , \quad A_kB_{k2}(x^e) = 0_{m \times (l_k - s_k)}
\]
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and \((B_{k1}(x^e) - B_{k2}(x^e))\) is invertible for all \(x^e\) in a neighbourhood of \(x_0^e\). Moreover, using (2.10), (2.11) and (2.12), it is not hard to show that the matrices \(B_{kh}(x^e), h = 1, 2\), can be chosen in such a way that

\[
L_{\tilde{g}_j} \tilde{D}^e B_{kh}(x^e) = 0, \quad j \neq i,
\]

where \(\tilde{D}^e\) is an arbitrary composition of the Lie derivatives \(L_{\tilde{f}_j}\) and \(L_{\tilde{g}_j}, j = 1, \ldots, \nu + 1\).

Let us define the following vector fields

\[
\begin{align*}
T_{k1} &= (T_{k-1,1} \ [g_1^e, T_{k-1,2}] \ \cdots \ [g_{i-1}^e, T_{k-1,2}] \ [g_i^e, \bar{T}_{k-1,1}] \ [g_{i+1}^e, T_{k-1,2}] \ \cdots \ [g_{\nu+1}^e, T_{k-1,2}] ) [\bar{f}^e, \bar{T}_{k-1,1}], \\
T_{k2} &= (T_{k-1,1} \ [g_1^e, T_{k-1,2}] \ [\bar{f}^e, T_{k-1,2}] ) B_{k2}, \\
T_{k1} &= (T_{k-1,1} \ [g_1^e, T_{k-1,2}] \ [\bar{f}^e, T_{k-1,2}] ) B_{k1}, \\
T_{k+1} &= (T_{k1} \ T_{k2} \ [g_1^e, T_{k2}] \ \cdots \ [g_{\nu+1}^e, T_{k2}] \ [\bar{f}^e, T_{k2}] ),
\end{align*}
\]

and

\[
\begin{align*}
\bar{R}_{k2} &= (R_{k-1,1} \ [g_1^e, \bar{R}_{k-1,2}] \ [\bar{f}^e, \bar{R}_{k-1,2}] ) B_{k2}, \\
R_{k1} &= (R_{k-1,1} \ [g_1^e, \bar{R}_{k-1,2}] \ [\bar{f}^e, \bar{R}_{k-1,2}] ) B_{k1}.
\end{align*}
\]

The distribution \(S_k^e \cap \ker \{d\zeta\}\) is spanned by the vector fields \(T_{k2}\), since, as a direct consequence of (2.10), (2.11), (2.12), (2.24) and (2.25), the only vector fields, which have the first \(m_i\) components possibly not identically equal to zero, are of the form \(T_{h1}, [g_1^e, \bar{T}_{h2}]\) or \([\bar{f}^e, \bar{T}_{h2}]\), with \(h \leq k - 1\), and, moreover, the first \(m_i\) rows of \((T_{h1} \ [g_1^e, \bar{T}_{h2}] \ [\bar{f}^e, \bar{T}_{h2}] ) (\bar{x}^e)\) are identically equal (up to sign) to \(A_{h+1}(x^e)\) for \(h \leq k - 1\). On the other hand, the distribution \(S_{k+1}^e\) is spanned by the vector fields \(T_{k+1}\). This completes the description of a possible implementation of the algorithm (2.23).

In what follows, we will assume that the distributions \(S_k\) and \(S_k \cap \ker \{d\zeta\}, k \geq 0\), have constant dimension in a neighbourhood of \(\bar{x}_0^e\). In this case there exists indeed \(k^* \geq 0\) such that \(S_k^* = S_{k^*+1}^e = S^{e*}\) and we will say that \(S^{e*}\) is regularly computable at \(\bar{x}_0^e\). The fact that (2.22) can be rendered noninteractive via dynamic feedback law has an interesting consequence in terms of \(S^{e*}\). This is shown in the next proposition.

**Proposition 2.8.** Assume that \(S^{e*}\) is regularly computable at \(\bar{x}_0^e\). Then, under our assumptions, \(S^{e*} \cap \ker \{d\zeta\} = \mathbb{R}^{m_i+n+n^w}\) for all \(\bar{x}^e\) in a neighbourhood of \(\bar{x}_0^e\).

**Proof.** First, assume that \(m_i = 1\). We know that, in this case, (2.22) has relative degree at \(\bar{x}_0^e\). Without loss of generality, we can suppose that (2.22) is already in normal form (see...
It is straightforward to check that in this case $S^* + \ker \{d\zeta\} = R^{m_i+n+n^w}$ for all $\bar{x}^e$ in a neighbourhood of $\bar{x}_0^e$.

Now, assume that $m_i > 1$. Following [76], from our assumptions it follows that there exists a feedback law (depending on $i$)

\[
v_i = \alpha(\bar{x}^e, \eta) + \beta(\bar{x}^e, \eta)v',
\]

\[
\dot{\eta} = \gamma(\bar{x}^e, \eta) + \delta(\bar{x}^e, \eta)v',
\]

such that the input–output behaviour of the system (2.22)–(2.26) is described by

\[
(\zeta_k)^{(l_k)} = v'_j, \quad k = 1, \ldots, m_i,
\]

where the subscript $(l_k)$ denotes the number of derivatives with respect to time, $\zeta_k$ is the $k$–th component of the output vector $\zeta$, $v'_j$ is the $j_k$–th component of the input vector $v'$, $l_k \geq 0$ and $j_k \in \{1, \ldots, m\}$ with $j_r \neq j_s$ for $r, s = 1, \ldots, m_i$ and $r \neq s$. Let

\[
\hat{f}^e = \begin{pmatrix}
\bar{f}^e(\bar{x}^e) + \bar{G}^e(\bar{x}^e)\alpha(\bar{x}^e, \eta) \\
\gamma(\bar{x}^e, \eta)
\end{pmatrix},
\]

\[
\bar{G}^e(\bar{x}^e, \eta) = \begin{pmatrix}
\bar{G}^e(\bar{x}^e)\beta(\bar{x}^e, \eta) \\
\delta(\bar{x}^e, \eta)
\end{pmatrix}, \quad \bar{G}^e = \text{span} \{\bar{G}^e\},
\]

and $\bar{g}_j^e(\bar{x}^e, \eta)$ be the $j$–th column (block) of $\bar{G}^e(\bar{x}^e, \eta)$. From (2.27), it follows that, after possibly changing coordinates, (2.22)–(2.27) is in the form

\[
\dot{\theta}_{k1} = \theta_{k2},
\]

\[
\ldots = \ldots
\]

\[
\dot{\theta}_{ki_k} = v'_j, \quad k = 1, \ldots, m_i,
\]

\[
\dot{\varphi} = \psi(\theta_{11}, \ldots, \theta_{1l_{11}}, \ldots, \theta_{m_{1l_{m_1}}}, \varphi) + \\
+ \lambda(\theta_{11}, \ldots, \theta_{1l_{11}}, \ldots, \theta_{m_{1l_{m_1}}}, \varphi)v',
\]

for some (possibly vector–valued) smooth functions $\psi$ and $\lambda$ and with output vector $\bar{h}(\theta_{11}, \ldots, \theta_{1l_{11}}, \ldots, \theta_{m_{1l_{m_1}}}, \varphi) = (\theta_{11}, \ldots, \theta_{m_{1l_{m_1}}})^T$. Now, denote by $\hat{S}^e_{x}$ the minimal distribution which contains $\bar{G}^e$ and is such that $[\hat{f}^e, \hat{S}^e_{x} \cap \ker \{d\bar{h}\}] \subset \hat{S}^e_{x}$ and $[\bar{g}_j^e, \hat{S}^e_{x} \cap \ker \{d\bar{h}\}] \subset \hat{S}^e_{x}$ for $j = 1, \ldots, \nu + 1$, and assume for simplicity that $\hat{S}^e_{x}$ is regularly computable at the origin of the state space (the proof of the lemma can be repeated also after removing this assumption). By straightforward computations, it can be seen that the distribution $\hat{S}^e_{x}$ is such that

\[
\langle d\bar{h}, \hat{S}^e_{x} \rangle(\bar{x}_0^e, \eta) = R^{m_i}
\]

(2.28)
\[ ((d\hat{h}, \hat{S}^e)) (\bar{x}_0^e, \eta) \] denotes the subspace of \( \mathbb{R}^{m_i} \) spanned by the vectors \( \langle d\hat{h}, \tau \rangle (\bar{x}_0^e, \eta) \) for \( \tau \in \hat{S}^e \). On the other hand, it is not hard to show by induction that, if \( \pi \) is the natural projection \( \pi(\bar{x}_e^e, \eta) = \bar{x}_e^e \) and \( \pi_*(\bar{x}_e^e, \eta) \) its differential at \( (\bar{x}_e^e, \eta) \), we have \( \pi_*(\bar{x}_e^e, \eta) \hat{S}^e \subset \mathcal{S}^e (\pi(x_e^e, \eta)) \). This, together with (2.28), proves our thesis.

An interesting consequence of proposition 2.8 is the following generalization of proposition 2.9. Assume that \( \mathcal{S}^e \) is regularly computable at \( \bar{x}_0^e \) and \( \mathcal{S}^e + \ker \{d\zeta\} = \mathbb{R}^{m_i+n+n^w} \) for all \( \bar{x}_e^e \) in a neighbourhood of \( \bar{x}_0^e \). Moreover, assume that the distributions \( \mathcal{R}_i^e, \ i = 1, \ldots, \nu, \) are regularly computable at \( x_0^e \) and \( \Delta^e_{\text{MIX}} \) has constant dimension in a neighbourhood of \( x_0^e \). Then, for all \( x^e \) in a neighbourhood of \( x_0^e \)

\[
\pi_* x_e^e (\Delta^e_{\text{MIX}} + \mathcal{Q}^e)(x^e) = \Delta^e_{\text{MIX}} (\pi(x^e)), \quad (2.29)
\]

\[
\pi_* x_e^e (\mathcal{R}_i^e + \mathcal{Q}^e)(x^e) = \mathcal{R}_i^e (\pi(x^e)), \quad (2.30)
\]

where \( \pi : \mathbb{R}^{m+n+n^w} \to \mathbb{R}^n \) is the natural projection \( \pi(x^e) = x \) and \( \mathcal{Q}^e \) is thought of as a distribution of \( \mathbb{R}^{m+n+n^w} \).

**Proof.** Let \( B_{kh}, \tilde{R}_{k2}, R_{k1} \) and \( s_k \) be as above and, if \( q = \dim (\mathcal{Q}^e(x^e)) \), denote by \( (A \mod (\mathcal{Q}^e + \mathcal{G}^w))(x^e) \) the first \( n-q \) components (resp. rows) of a given vector (resp. matrix) \( A(x^e) \). From (2.10), (2.11), (2.12), (2.24) and (2.25) we obtain the following equalities (up to signs)

\[
([\tilde{f}^e, \tilde{R}_{k2}] \mod (\mathcal{Q}^e + \mathcal{G}^w))(x^e) = \tilde{g}_i(x)(L_{R_{k2}, \alpha_i}) (x^e),
\]

\[
([\tilde{g}_i^e, \tilde{R}_{k2}] \mod (\mathcal{Q}^e + \mathcal{G}^w))(x^e) = \tilde{g}_i(x)(L_{R_{k2}, \beta_i}) (x^e), \quad (2.31)
\]

\[
([\tilde{g}_j^e, \tilde{R}_{k2}] \mod (\mathcal{Q}^e + \mathcal{G}^w))(x^e) = 0, \quad j \neq i.
\]

Proposition 2.8 implies that the first \( m_i \) rows of \( T_{k^*}(\bar{x}_e^e) \) are linearly independent for all \( \bar{x}_e^e \) in a neighbourhood of \( \bar{x}_0^e \). Since the first \( m_i \) rows of \( \left( T_{k-1,1}, \left[ \tilde{g}_i^e, \tilde{T}_{k-1,2} \right] \left[ \tilde{f}^e, \tilde{T}_{k-1,2} \right] \right) (\bar{x}_e^e) \) are identically equal (up to sign) to \( A_k(x^e) \) for all \( k \), the matrix \( A_{k+1}(x^e) \) has full row rank for all \( x^e \) in a neighbourhood of \( x_0^e \) and \( (R_{k+1} \mod (\mathcal{Q}^e + \mathcal{G}^w))(x^e) = \tilde{g}_i(x) A_{k+1}(x^e) \). Since \( \mathcal{R}_i^e \) is invariant under \( \tilde{f}^e, \tilde{g}_i^e, \ldots, \tilde{g}_{\nu+1}^e \) and from (2.24) and (2.25), it follows that \( [\tilde{g}_j^e, \tilde{R}_{k2}] \in \mathcal{R}_i^e, \ j = 1, \ldots, \nu+1, \) and \( [\tilde{f}^e, \tilde{R}_{k2}] \in \mathcal{R}_i^e \). From (2.31) we conclude that \( \tilde{g}_i (\pi(x^e)) \in \pi_* x_e^e (\mathcal{R}_i^e + \mathcal{Q}^e)(x^e) \). By combining induction as in proposition 3.4.3 and the above facts, we obtain \( \pi_* x_e^e (\Delta^e_{\text{MIX}} + \mathcal{Q}^e)(x^e) \supset (\Delta^e_{\text{MIX}}(\pi(x^e))) \). On the other hand, from
we are ready now to prove the main result of this section. For, we will assume that also the distributions \( \mathcal{R}_i^e + \Delta^e_{\text{MIX}} \), \( i = 1, \ldots, \nu \), have constant dimension in a neighbourhood of \( x_0^i \), with \( \mathcal{R}_i^e \) and \( \Delta^e_{\text{MIX}} \) as in proposition 2.9. Reasoning as in proposition 3.4.1, we prove that \( \Delta^e_{\text{MIX}} \) and \( \mathcal{R}_i^e + \Delta^e_{\text{MIX}} \) are involutive and invariant under \( \tilde{f}^e \), \( \tilde{g}^e_1, \ldots, \tilde{g}^e_{\nu+1} \). Thus, it makes sense to consider the restriction \( \tilde{f}^e|_{\mathcal{L}^e_{x_0^i}} \). Since \( \pi_{**}(\Delta^e_{\text{MIX}} + Q^*)(x^e) = \Delta^e_{\text{MIX}}(\pi(x^e)) \) (proposition 2.9), this restriction induces a dynamics, evolving on \( \mathcal{L}^e_{x_0^i} \), with trajectories being a subset of those of the system

\[
\begin{align*}
\dot{\zeta}_{\nu+3} &= \tilde{f}_{\zeta_{\nu+3}^e}(0, \ldots, 0, \zeta_{\nu+3}), \\
\dot{\zeta}_{\nu+4} &= \tilde{f}_{\zeta_{\nu+4}^e}(0, \ldots, 0, 0, \zeta_{\nu+3}, \zeta_{\nu+4}), \\
\dot{\zeta}_{\nu+5} &= \tilde{f}_{\zeta_{\nu+5}^e}(0, \ldots, 0, 0, \zeta_{\nu+3}, \zeta_{\nu+4}, \zeta_{\nu+5}), \\
\dot{w}^* &= \tilde{f}_{w^*}(\zeta_{\nu+2}, \ldots, \zeta_{\nu+5}, w^*),
\end{align*}
\]

(2.32)

where \( (\zeta_{\nu+3}, \zeta_{\nu+4}, \zeta_{\nu+5}, w^*) \) is a set of local coordinates for \( \mathcal{L}^e_{x_0^i} \) and \( (\zeta_{\nu+3}, \zeta_{\nu+4}, \zeta_{\nu+5}) \) are chosen as in the proof of proposition 2.5. Since \( \dot{x}^e = \tilde{f}^e(x^e) \) is locally asymptotically stable in \( x_0^i \) by assumption, it follows from (2.29) and by direct inspection of (2.32) that, in particular, the dynamics (2.3)*, given by \( \dot{\zeta}_{\nu+3} = \tilde{f}_{\zeta_{\nu+3}^e}(0, \ldots, 0, 0, \zeta_{\nu+3}) \), is locally asymptotically stable at the origin. Similarly, it makes sense to consider the restrictions \( \tilde{f}^e|_{\mathcal{L}^{\mathcal{R}_i^e + \Delta^e_{\text{MIX}}}} \) and \( \tilde{g}^e_i|_{\mathcal{L}^{\mathcal{R}_i^e + \Delta^e_{\text{MIX}}}} \) (the latter since \( \tilde{g}^e_i \in \mathcal{R}_i^e \)). Since \( \pi_{**}(\mathcal{R}_i^e + \Delta^e_{\text{MIX}})(x^e) = (\Delta^e_{\text{MIX}} + \mathcal{R}_i^e)(\pi(x^e)) \) (proposition 2.9), these restrictions induces a dynamics, evolving on \( \mathcal{L}^{\mathcal{R}_i^e + \Delta^e_{\text{MIX}}} \), with trajectories being a subset of those of the system

\[
\begin{align*}
\dot{\xi}_2 &= \tilde{f}_{\xi_2^e}(0, \xi_2) + \tilde{g}_{\xi_2,i}^h(0, \xi_2)\alpha_i^1(0, \xi_2, \ldots, \xi_5, \varphi^*), \\
\dot{\xi}_3 &= \tilde{f}_{\xi_3^e}(0, \xi_3) + \sum_{h=1}^{2} \tilde{g}_{\xi_3,i}^h(0, \xi_3)\alpha_i^1(0, \xi_2, \ldots, \xi_5, \varphi^*), \\
\dot{\xi}_4 &= \tilde{f}_{\xi_4^e}(0, \xi_2, \xi_3, \xi_4) + \sum_{h=1}^{2} \tilde{g}_{\xi_4,i}^h(0, \xi_2, \xi_3, \xi_4)\alpha_i^1(0, \xi_2, \ldots, \xi_5, \varphi^*), \\
\dot{\xi}_5 &= \tilde{f}_{\xi_5^e}(0, \xi_2, \ldots, \xi_5) + \sum_{h=1}^{2} \tilde{g}_{\xi_5,i}^h(0, \xi_2, \ldots, \xi_5)\alpha_i^1(0, \xi_2, \ldots, \xi_5, \varphi^*), \\
\dot{\varphi}^* &= \tilde{f}_{\varphi^*}(\xi_2, \ldots, \xi_5, \varphi^*),
\end{align*}
\]

where \( (\xi_2, \ldots, \xi_5, \varphi^*) \) is a set of local coordinates for \( \mathcal{L}^{\mathcal{R}_i^e + \Delta^e_{\text{MIX}}} \), \( (\xi_2, \ldots, \xi_5) \) are chosen as in the proof of proposition 2.5 and \( \alpha_i^1(x, w), \alpha_i^2(x, w), \ldots, \alpha_i^\nu(x, w), \alpha_i^\nu(x, w), \alpha_{\nu+1}(x, w) \)
is the partition of $\alpha(x, w)$ corresponding to $u_1^1, u_1^2, \ldots, u_\nu^1, u_\nu^2, u_{\nu+1}$. Since $\dot{x}^e = \tilde{f}^e(x^e)$ is locally asymptotically stable in $x^e_0$ by assumption, it follows from (2.30) and by direct inspection of (2.33) that the dynamics $(2.4)^*$, given by

$$\dot{\xi}_2 = \tilde{f}_{\xi_2}(0, \xi_2) + \tilde{g}_{\xi_2, i}(0, \xi_2)u_i^1,$$

is locally asymptotically stabilizable at the origin via dynamic feedback.

Conversely, suppose that the dynamics $(2.3)^*$ is locally asymptotically stable at the origin, the dynamics $(2.4)^*$ is locally asymptotically stabilizable at the origin via dynamic feedback and, in addition, the dynamics (1.11), associated to $\mathcal{R}_1^*, \ldots, \mathcal{R}_\nu^*$, (which will be denoted by (1.11)* in the sequel) is locally asymptotically stabilizable at the origin via dynamic feedback. Under these assumptions, NLSD is solvable. Indeed, reasoning as in section 2.1.3, we can assume without loss of generality that $Q^* = 0$. From here, we can proceed as in section 3.4.2, once we prove that the distributions $\text{span}\{\tilde{g}_i\}, i = 1, \ldots, \nu$, are linearly independent at each $x$ of a neighbourhood of $x_0$. For, suppose that in each neighbourhood of $x_0$ there exists $\bar{x}$ such that

$$(\text{span}\{\tilde{g}_i\}(\bar{x})) \cap (\sum_{j \neq i} \text{span}\{\tilde{g}_j\}(\bar{x})) \neq 0$$

for some $i \in \{1, \ldots, \nu\}$. Since $Q^* = 0$, $\mathcal{R}_1^*, \ldots, \mathcal{R}_\nu^*$ is the only regular solution. Thus, $\mathcal{R}_i^* \cap \mathcal{G} = \text{span}\{\tilde{g}_i\}$, which implies that

$$(\text{span}\{\tilde{g}_i\}(\bar{x})) \cap (\sum_{j \neq i} \text{span}\{\tilde{g}_j\}(\bar{x})) \subset (\mathcal{R}_i^* \cap \mathcal{G})(\bar{x}) \cap (\sum_{j \neq i} (\mathcal{R}_j^* \cap \mathcal{G}))(\bar{x}) \subset (\mathcal{R}_i^* \cap \sum_{j \neq i} \mathcal{R}_j^*)(\bar{x}) \cap \mathcal{G}(\bar{x}) \subset (\mathcal{R}_i^* \cap \mathcal{G}))(\bar{x}) = (Q^* \cap \mathcal{G}))(\bar{x}).$$

This clearly gives a contradiction, since $Q^* = 0$ for all $\bar{x}$ in a neighbourhood of $x_0$.

We sum up the above results in the following theorem.

**Theorem 2.10.** Assume that (A1), (A2) and (A3) hold. Moreover, assume that $\mathcal{R}_1^*, \ldots, \mathcal{R}_\nu^*$ is a regular set and consider the class of invertible dynamic feedback laws. If

a) the dynamics $(2.3)^*$ is locally asymptotically stable at the origin,

b) the dynamics $(2.4)^*$ is locally asymptotically stabilizable at the origin via dynamic feedback,

c) the dynamics $(1.11)^*$ is locally asymptotically stabilizable at the origin via dynamic feedback,
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then NLSD is solvable. Conversely, assume that $S^e$ is regularly computable at $x^e_{10}$. Moreover, the distributions $R^e_i$, $i = 1, \ldots, \nu$, be regularly computable at $x^e_0$ and the distributions $R^e_i + \Delta^e_{\text{MIX}}$, $i = 1, \ldots, \nu$, and $\Delta^e_{\text{MIX}}$ have constant dimension in a neighbourhood of $x^e_0$. If NLSD is solvable, then a) and b) are satisfied. □

From proposition 1.3 and theorem 2.10 we obtain the following important byproduct.

**Corollary 2.11.** Assume that (A1), (A2) and (A3) hold. Moreover, assume that $R^*_1, \ldots, R^*_\nu$ is a regular set and consider the class of invertible dynamic feedback. In addition, $Q^* = 0$.

If a) the dynamics (2.3)$^*$ is locally asymptotically stable at the origin,

b) the dynamics (2.4)$^*$ is locally asymptotically stabilizable at the origin via dynamic feedback,

then NLSD is solvable. Conversely, assume that $S^e$ is regularly computable at $x^e_{10}$. Moreover, the distributions $R^e_i$, $i = 1, \ldots, \nu$, and $\Delta^e_{\text{MIX}}$ be regularly computable at $x^e_0$ and the distributions $R^e_i + \Delta^e_{\text{MIX}}$, $i = 1, \ldots, \nu$, and $\Delta^e_{\text{MIX}}$ have constant dimension in a neighbourhood of $x^e_0$. If NLSD is solvable, then a) and b) are satisfied. □

It is not hard to construct an example for which NLSD is solvable but the dynamics (1.11)$^*$ is *not* asymptotically stabilizable at the origin via dynamic feedback. Toward this end, we consider the following noninteractive system

$$
\dot{x}_i = u_i, \quad i = 1, 2,
\dot{x}_3 = x_1 + x_2 + x_3,
\dot{x}_4 = x_5^2 - x_2,
\dot{x}_5 = u_3,
\quad y_i = x_i, \quad i = 1, 2.
$$

From straightforward computation, we obtain

$$
R^*_1 = \text{span}\left\{ \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \right\},
R^*_2 = \text{span}\left\{ \begin{pmatrix} 0 & 0 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{pmatrix} \right\},
Q^* = \text{span}\left\{ \begin{pmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 1 & 0 \\ 0 & 1 \end{pmatrix} \right\}.
$$

The dynamics (1.11)$^*$, associated to the maximal regular solution, is given by

$$
\dot{x}_4 = x_5^2,
\dot{x}_5 = u_3,
$$
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and it is not locally asymptotically stabilizable at the origin via dynamic feedback (even by means of continuous feedback: indeed, $\dot{x}_4$ is always positive). Nonetheless, NLSD is solvable. Indeed, note that the dynamics (1.11), associated to the regular solution

$$\mathcal{R}_1 = \text{span}\left\{ \begin{pmatrix} 1 & 0 \\ 0 & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \end{pmatrix} \right\}, \quad \mathcal{R}_2 = \mathcal{R}_2^*,$$

is locally asymptotically stabilizable at the origin via static feedback laws (since $Q = 0$) and that the dynamics (2.3) and (2.4), associated to the regular solution $\mathcal{R}_1, \mathcal{R}_2$, are locally exponentially stable at the origin and, respectively, locally exponentially stabilizable at the origin via static feedback. Reasoning as in the proof of theorem 2.10 (with $\mathcal{R}_1^*, \mathcal{R}_2^*$ replaced by $\mathcal{R}_1$ and $\mathcal{R}_2$, respectively), we can easily prove our claim.

Remark 2.12. In the case that $\mathcal{R}_1^*, \ldots, \mathcal{R}_\nu^*$ is not a regular solution or, equivalently, (1.1) has not vector relative degree in $x_0$, we might conjecture that, as long as ND is solvable and in analogy with the nonlinear systems considered in chapter 3, there exists a canonical dynamic extension of (1.1), which satisfies assumption (A1). If this is the case, in order to solve NLSD, first we extend canonically (1.1) (when possible) and finally apply to the dynamically extended system the results of section 4.2. However, the possibility of doing this is still an open question.

5.2.3 The case of block–partitioned outputs

The formulation of the problem of achieving noninteraction with stability, as given in section 3.2, becomes meaningless if we consider nonlinear systems (0.1) with block–partitioned outputs. A reasonable and more general formulation is the following. Assume that there exists a regular feedback law (0.2) such that (0.1)–(0.2) is noninteractive. From proposition 1.1 it follows that there exist $\nu$ controllability distributions $\mathcal{R}_1, \ldots, \mathcal{R}_\nu$, a static feedback law (0.2) and a column (block) partition $v_1, \ldots, v_{\nu+1}$ of $v$ which satisfy (1.3) and (1.4). Conversely, if there exist $\nu$ controllability distributions $\mathcal{R}_1, \ldots, \mathcal{R}_\nu$, a regular feedback law (0.2) and a (block) partition $v_1, \ldots, v_{\nu+1}$ of $v$ which satisfy (1.3) and (1.4), then (0.1)–(0.2) is noninteractive.

Besides the noninteraction property, one may require also that the $i$–th output (block) of (0.1)–(0.2) be (locally) controllable through the $i$–th input (block) in the following sense (see [61]). Since $\mathcal{R}_i = \langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_{\nu+1} \mid \text{span} \{ \tilde{g}_i, \tilde{g}_{\nu+1} \} \rangle$, if $\mathcal{R}_i$ has constant dimension, it is
also involutive and $\mathcal{L}_{x_0}^{R_i}$ is well–defined. It follows that the set $\mathcal{H}_i$ of the points $p \in \mathbb{R}^n$, which can be reached at time $t \geq 0$ from $x_0 = 0$ through the inputs of the $i$–th block, contains at least an open subset of $\mathcal{L}_{x_0}^{R_i}$ ([83]). Thus, since $dh_i(0)$ has full rank, the image $h_i(\mathcal{H}_i)$ contains at least an open subset of $\mathbb{R}^{p_i}$. This property is referred to as (local) output controllability.

The property of output controllability can be immediately translated in geometric terms by saying that $(dh_i, R_i)(x) = \mathbb{R}^{p_i}$, $(dh_i, R_i)(x)$ is the subspace of $\mathbb{R}^{p_i}$ spanned by the vectors $(dh_i, \tau)(x)$ with $\tau \in \mathcal{R}_i$. Equivalently,

$$\mathcal{R}_i + \mathcal{K}_i = \mathbb{R}^n. \quad (3.1)$$

The above property is usually referred to as (local) output controllability property.

If we consider the class of static state–feedback laws, on the base of the above characterization, we can formulate the problem of achieving noninteraction and stability as follows.

**Noninteracting control with stability via static state–feedback (NLSS).** Find, if possible, $\nu$ controllability distributions $\mathcal{R}_1, \ldots, \mathcal{R}_\nu$ for (0.1), a static feedback law (0.2) and a (block) partition $v_1, \ldots, v_{\nu+1}$ of $v$ which satisfy (1.3), (1.4), (3.1) and such that the system (0.1)–(0.2) is locally asymptotically stable in $x = 0$.

**Noninteracting control with stability via dynamic state–feedback (NLSD).** Find, if possible, $n^w$, $\nu$ distributions $\mathcal{R}_1^e, \ldots, \mathcal{R}_\nu^e$, a feedback law (0.3) and a (block) partition $v_1, \ldots, v_{\nu+1}$ of $v$ such that

$$\mathcal{R}_i^e \subset \bigcap_{j \neq i} \mathcal{K}_j^e, \quad (3.2)$$

$$\mathcal{R}_i^e = \{(f_i^e, g_1^e, \ldots, g_{\nu+1}^e) \mid \text{span}\{g_i^e, g_{\nu+1}^e\}\}, \quad (3.3)$$

$$\mathcal{R}_i^e + \mathcal{K}_i^e = \mathbb{R}^{n+n^w}, \quad (3.4)$$

and (0.1)–(0.3) is asymptotically stable in $(x^T, w^T)^T = (0^T, 0^T)^T$.

In general, the distributions $\mathcal{R}_1^e, \ldots, \mathcal{R}_\nu^e$ are not controllability distribution for the extended system.

In analogy with the previous sections, we will use the notations NS and ND to denote, respectively, the problem of noninteracting control (without internal stability) via static state–feedback and the problem of noninteracting control (without internal stability) via dynamic state–feedback.
If (A1) is replaced by the assumption that $\mathcal{R}_1^*, \ldots, \mathcal{R}_\nu^*$ is a regular solution, we can easily obtain a generalization of theorem 1.10 and corollary 1.11 to the case of block-partitioned outputs. On the other hand, we can easily prove also the following result, which generalizes theorem 2.10. Let $\Sigma$ be the system obtained from (0.1) by applying a feedback law (0.2) which satisfies (1.4) with $\mathcal{R}_i = \mathcal{R}_i^*$ and for some (block) partition $v_1, \ldots, v_{\nu+1}$ of $v$.

**Theorem 3.1.** Assume that $\mathcal{R}_1^*, \ldots, \mathcal{R}_\nu^*$ is a regular solution. Moreover, assume that (A2) and (A3) hold and consider the class of weakly noninteractive feedback law. If

a) the dynamics (2.3)$^*$ is locally asymptotically stable at the origin,

b) the dynamics (2.4)$^*$ is locally asymptotically stabilizable at the origin via dynamic feedback,

c) the dynamics (1.11)$^*$ is locally asymptotically stabilizable at the origin via dynamic feedback,

then NLSD is solvable for $\tilde{\Sigma}$. Conversely, assume that NLSD is solvable for $\tilde{\Sigma}$. If, in addition, the distributions $\mathcal{R}_i^e = \langle \tilde{f}_e^i, \tilde{g}_e^i, \ldots, \tilde{g}_e^{\nu+1} \rangle$ span $\{\tilde{g}_e^i, \tilde{g}_e^{\nu+1}\}$, $i = 1, \ldots, \nu$, are regularly computable at $x_0^e$, $S^e$ is regularly computable at $x_{i0}^e$ and the distributions $\mathcal{R}_i^e + \Delta_{\text{MIX}}^e$, $i = 1, \ldots, \nu$, and $\Delta_{\text{MIX}}^e$ have constant dimension in a neighbourhood of $x_0^e$, then, a) and b) are satisfied.

**Proof.** The necessity follows as in theorem 2.10, since lemma 2.7 is in this case automatically satisfied. On the other hand, under assumptions a), b) and c), an invertible feedback law which solves NLSD can be constructed exactly as in theorem 3.4.17. It is easy to see that this feedback law is also weakly noninteractive. □

If $Q^* = 0$, we obtain a generalized version of corollary 2.11. Although theorem 3.1 essentially restates the results of theorem 2.10 in a more general setting, the problem of achieving noninteraction and stability in the case of block–partitioned outputs is still far from being completely solved.

Before ending this section, we wish to remark that, in the linear case, every feedback law, which solves ND, can be expressed as the cascade of a regular feedback law together with a weakly invertible feedback law. This can be easily proved in the following way. It is sufficient to show that $\Delta^e = \mathcal{V}_j^e + \mathcal{G}^w$ (see lemma 2.7). By definition, $\Delta^e$ is the maximal subspace of $\mathbb{R}^{n+n^w}$ such that

$$[\tilde{f}_e, \Delta^e] \subset \Delta^e + \mathcal{G}^e$$

(3.5)
and is contained in \( \bigcap_{i \neq j} K^e_i \). But (3.5) is equivalent to

\[
[f^e, \Delta^e] \subset \Delta^e + G^e. \tag{3.6}
\]

It follows that \( \Delta^e \) is also the maximal subspace of \( \mathbb{R}^{n+n^w} \) which satisfies (3.6) and is contained in \( \bigcap_{i \neq j} K^e_i \). This immediately implies that \( \Delta^e = V^*_j + G^w \).

Moreover, this proof suggests the following sufficient condition for \( \Delta^e \) being equal to \( V^*_j + G^w \) for general nonlinear systems (0.1)

\[
L_{	ilde{g}^e} (\Omega^e_k \cap (G^e)^\perp) \subset \Omega^e_{k-1}
\]

(see lemma 2.7).
CHAPTER 6

ISSUES IN NONINTERACTING CONTROL VIA OUTPUT–FEEDBACK

In the previous chapters, we have implicitly assumed the state available for feedback. Since this is not a common situation in practice, it might be desirable to assume available for feedback only a nonlinear function of the state (measurement feedback). For simplicity, we will assume throughout this chapter that this function is the output vector \( h(x) \). Moreover, we will consider systems of the form (3.1.1) (further generalizations to more general systems can be obtained by using the results of chapter 5) and feedback laws with the following structure

\[
\begin{align*}
    u &= \alpha(h(x), w) + \beta(h(x), w)v, \\
    \dot{w} &= \gamma(h(x), w) + \delta(h(x), w)v,
\end{align*}
\]  

(1)

Correspondingly, the problem of achieving noninteraction and stability can be formulated as follows.

**Noninteracting control problem with local stability via static output–feedback laws (NLSO).** Find, if possible, a static feedback law (1), defined in a neighbourhood of \( x_0 \), such that the system (3.1.1)–(1) is noninteractive, locally asymptotically stable in \( x_0 \) and has vector relative degree at \( x_0 \).

**Noninteracting control problem with local stability via dynamic output–feedback laws (NLSDO).** Find, if possible, \( n^w \geq 0 \) and a dynamic feedback law (1), defined in a neighbourhood of \((x_0, w_0)\), such that the system (3.1.1)–(1) is noninteractive, locally asymptotically stable in \( (x_0, w_0) \) and has vector relative degree at \( (x_0, w_0) \).

In what follows, we will denote by NO and NDO the noninteracting control problem via static output–feedback (without the requirement of stability) and, respectively, the noninteracting control problem via dynamic output–feedback (without the requirement of stability).

In the linear case, as far as regular feedback is concerned, the problem of achieving noninteraction via static output–feedback is solvable if and only if
a) (2.1.1) has vector relative degree,

b) $A(R_i^* \cap \ker\{dh\}) \subset R_i^*$, \quad i = 1, \ldots, m.

Indeed, a) is a necessary and sufficient condition for achieving noninteraction via regular static state–feedback (see assumption (AL1), remark 3.3.6) and, as it will be shown in a moment, b) is a necessary and sufficient condition for each subspace $R_i^*$ to be rendered invariant through regular static output–feedback. The necessity of b) is straightforward.

On the other hand, b) implies that, if $u = F_i x$ is a feedback law which renders invariant $R_i^*$, then there exists $I_i$ such that $F_i = I_i C$. This amounts to the existence of a static output–feedback law which renders invariant $R_i^*$.

If, besides noninteraction, one requires also internal stability, necessary and sufficient conditions can be easily derived, but we will not do this here at least for the case of static output feedback (see theorem 6.1.2).

On the other hand, as far as dynamic output feedback is concerned, under the assumption that the system (2.1.1) is both controllable and observable (actually, stabilizability and detectability is enough!) and along the lines of the proof given by Morse & Wolnams in [89], we can easily prove that the problem of achieving noninteraction and stability via dynamic output–feedback is equivalent to the problem of achieving noninteraction via dynamic state–feedback. In other words, asymptotic stability can be always achieved, once noninteraction can be achieved. This is a little further step beyond what we already know about noninteracting control and can be easily seen in the following way.

Clearly, if noninteraction and stability can be achieved via dynamic output–feedback then noninteraction can be also achieved via dynamic state–feedback. To prove the converse, we will construct a dynamic output–feedback law, which achieves noninteraction and stability or, equivalently, we will find $m$ controllability subspaces $R_i^1, \ldots, R_i^m$ for (2.1.7), a feedback law $u^e = F^e x^e + G^e v^e$ and a column (block) partition $G^e_1, \ldots, G^e_{\nu+1}$ of $G^e$, which satisfy (2.1.8)–(2.1.10) and such that (2.1.7), with $u^e = F^e x^e + G^e v^e$, is asymptotically stable. The construction is more or less the same as the one proposed in remark 3.4.14 for nonlinear systems. We will assume that (2.1.1) is asymptotically stable (if not, since (2.1.1) is both observable and controllable, we can always asymptotically stabilize it through dynamic output–feedback).

Let \( \dim R_i^* \cap B = q_i \), \( \dim R_i^* = s_i \) and \( F_i \) and \( G_i \) be \( m \times n \) and \( m \times m \) matrices, with \( G_i = (G_{i1} \ G_{i2}) \) invertible and \( G_{i1} \) a \( m \times q_i \) matrix, such that \( R_i^* = \langle A+BF_i, \mathrm{Im}\{BG_{i1}\} \rangle \), \( R_i^* \cap B = \mathrm{Im}\{BG_{i1}\} \) and \( (A+BF_i)|R_i^* \) is Hurwitz. Moreover, let \( n^w = \sum_{j=1}^{m} s_m \) and let \( x^e \),
$A^e$, $B^e$ and $C^e$ be as in section 2.1. After possibly changing coordinates, we have
\[ A = \begin{pmatrix} A_{i1} & A_{i2} \\ A_{i3} & A_{i4} \end{pmatrix}, \quad B G_i = \begin{pmatrix} B_{i1} & B_{i2} \\ 0_{(n-s_i)\times q_i} & B_{i4} \end{pmatrix}, \quad G_i^{-1} F_i = \begin{pmatrix} F_{i1} & F_{i2} \\ F_{i3} & F_{i4} \end{pmatrix}, \]
with $A_{i1}$ a $s_i \times s_i$ matrix and $B_{i1}$ a $s_i \times q_i$ matrix, $A_{i3} + B_{i4} F_{i3} = 0$ and $A_{i1} + B_{i1} F_{i1} + B_{i2} F_{i3}$ is Hurwitz. Note that in general the subspaces span $\{B G_i\}, \ldots, \text{span } \{B G_m\}$ are not linearly independent (this is the case, for example, when (2.1.1) has not vector relative degree). Correspondingly, define
\[ G^e = \begin{pmatrix} G_{11} & G_{21} & \cdots & G_{m1} \\ B_{11} & 0_{s_1 \times q_2} & \cdots & 0_{s_1 \times q_m} \\ \vdots & \vdots & \ddots & \vdots \\ 0_{s_m \times q_1} & 0_{s_m \times q_2} & \cdots & B_{m1} \end{pmatrix}, \]
and
\[ F^e = \begin{pmatrix} 0_{m \times n} & G_{11} F_{11} + G_{12} F_{13} & \cdots & G_{m1} F_{m1} + G_{m2} F_{m3} \\ 0_{s_1 \times n} & A_{11} + B_{11} F_{11} + B_{12} F_{13} & \cdots & 0_{s_1 \times s_m} \\ \vdots & \vdots & \ddots & \vdots \\ 0_{s_m \times n} & 0_{s_m \times s_1} & \cdots & A_{m1} + B_{m1} F_{m1} + B_{m2} F_{m3} \end{pmatrix}. \]

It is straightforward calculation to check that the subspaces $R^e_i = \langle A^e + B^e F^e | \text{span } \{B^e G^e_i\} \rangle$, $i = 1, \ldots, m$, with $G^e_i$ the matrix having as columns the columns $\sum_{j=1}^{i-1} q_j + 1, \ldots, \sum_{j=1}^{i} q_j$ of $G^e$, respectively, satisfy (2.1.8)–(2.1.10). Moreover, since (2.1.1) is asymptotically stable and each matrix $(A + B F_i) | R^e_i = A_{i1} + B_{i1} F_{i1} + B_{i2} F_{i3}$ is Hurwitz, it follows that the system (2.1.7), with $u^e = F^e x^e + G^e v^e$, is also asymptotically stable. Since the first $n$ columns of $F^e$ are identically zero, the feedback law (2) is an output feedback law we look for.

In the case of nonlinear systems, we could be tempted to believe that, in analogy with b), the condition
\[ [f, R^e_i \cap \ker \{dh\}] \subset R^e_i, \]
\[ [g_j, R^e_i \cap \ker \{dh\}] \subset R^e_i, \quad j = 1, \ldots, m, \tag{2} \]
for all $x$ in a neighbourhood of $x_0$ (see [52]), is enough for the existence of a static feedback law (1) which renders invariant the distribution $R^e_i$. Counterexamples show that this is not true in general. Indeed, an interesting obstruction is pointed out by the following example
\[ \dot{x}_{11} = x_{12} \]
\[ \dot{x}_{12} = a_0(x_{12}) x_{22} + u_1 \]
\[ \dot{x}_{22} = u_2 \]
\[ \dot{x}_3 = x_{11} + x_{22} - x_3 \]
\[ y_i = x_{ii}, \quad i = 1, 2, \]
\[ 160 \]
with \(a_0(x_{12})\) a smooth nonconstant function of the unmeasured state variable \(x_{12}\). Indeed, we have
\[
\mathcal{R}_1^* = \text{span}\{\frac{\partial}{\partial x_{11}}, \frac{\partial}{\partial x_{12}}, \frac{\partial}{\partial x_3}\},
\]
\[
\mathcal{R}_2^* = \text{span}\{\frac{\partial}{\partial x_{22}}, \frac{\partial}{\partial x_3}\}.
\]
Note that (3) has vector relative degree and that (2) is clearly satisfied. However, it is not possible to find a static output–feedback law which achieves noninteraction, since for no smooth \(\alpha_1(x_{11}, x_{22})\) the function \(\frac{\partial}{\partial x_{22}}(a_0(x_{12})x_{22} + \alpha_1(x_{11}, x_{22}))\) is identically zero in a neighbourhood of \(x_0\). On the other hand, if \(a_0(x_{12}) = 1\), the system becomes linear and NLSO is always solvable. A characterization in geometric terms of the obstruction, pointed out by example (3), is the object of the next section.

6.1 Noninteracting control via static output–feedback

In this section we will investigate necessary and sufficient conditions for solving NO via invertible feedback laws (see section 3.3 for remarks on the class of feedback laws considered). We will consider the class of nonlinear systems (3.1.1) satisfying assumption (A1), (A2) and (A3) (generalizations are possible for wider classes of systems). Assumption (A1) is quite natural in this context, since it is a necessary condition for solving NO.

Let us apply the state–feedback law (3.3.1) to (3.1.1). Let \(\mathcal{L}\) be the Lie ideal generated by the vector field \(\tilde{g}_1, \ldots, \tilde{g}_m\) in the Lie algebra generated by the vector fields \(\tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m\). Moreover, if \(\{r_1, \ldots, r_m\}\) is the vector relative degree of (3.1.1), let \(\tilde{\mathcal{L}}\) be the set consisting of all the vector fields of \(\mathcal{L}\) but the vector fields \(ad^{-1}_{\tilde{f}} \tilde{g}_1, \ldots, ad^{-1}_{\tilde{f}} \tilde{g}_m\). The vector fields of \(\tilde{\mathcal{L}}\) have a particular structure. Indeed, \(\text{span}\{\tilde{\mathcal{L}}\} = \ker\{dh\}\) and, by definition of vector relative degree, each function \(L_{ad^{-1}_{\tilde{f}} \tilde{g}_i} h_i(x)\) is nonzero at each \(x\) in a neighbourhood of \(x_0\). This particular structure will be useful in the subsequent analysis.

For a given smooth distribution \(\Delta_1\) and vector field \(\tau\), once a smooth distribution \(\Delta_2\) is chosen in such a way that \(\Delta_1 \oplus \Delta_2 = \mathbb{R}^n\), we will denote by \(\tau_{\Delta_1} (\tau_{\Delta_2})\) the vector field which assigns to each \(x\) in a neighbourhood of \(x_0\) the projection of \(\tau(x)\) along \(\Delta_2(x)\) (\(\Delta_1(x)\)). Choose \(\mathcal{Q}\), such that \((\sum_{j \neq i} \mathcal{R}_j^*) \oplus \mathcal{Q}_i = \mathbb{R}^n\). Moreover, in what follows, for a given feedback law \(u = \alpha(h(x)) + \beta(h(x))v\), we let \(\tilde{f}(x) = f(x) + G(x)\alpha(x)\) and \(\tilde{g}_j(x) = G(x)\beta_j(h(x))\) with \(\beta_j(x)\) the \(j\)-th column of \(\beta(x)\).

**Proposition 1.1.** Assume that (A1), (A2) and (A3) hold. Assume in addition that the distributions \(\langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m \rangle \rangle\text{span}(\tilde{g}_i), i = 1, \ldots, m\), have constant dimension in a neigh-
bourhood of $x_0$. Then, if NO is solvable, for each $i \in \{1, \ldots, m\}$ we have
\[
[f, Z], X \subset \text{span}\{[g_l, Z] : l = 1, \ldots, m\} + \sum_{j \neq i} R_j^*; \quad (1.1)
\]
\[
[g_s, Z], X \subset \text{span}\{[g_l, Z] : l = 1, \ldots, m\} + \sum_{j \neq i} R_j^*; \quad s = 1, \ldots, m, \quad (1.2)
\]
for each $Z \in \mathcal{L}$, for all $X \in \sum_{j \neq i} R_j^*$ and for all $x$ in a neighbourhood of $x_0$,
\[
[f, R_i^* \cap \ker\{dh\}] \subset R_i^*,
\]
\[
[g_s, R_i^* \cap \ker\{dh\}] \subset R_i^*, \quad s = 1, \ldots, m,
\]
for all $x$ in a neighbourhood of $x_0$, and there exists an $m \times m$ matrix $\beta(h(x))$, invertible at each $x$ in a neighbourhood of $x_0$, such that for all $x$ in a neighbourhood of $x_0$
\[
G\beta_i \in R_i^*, \quad (1.3)
\]
where $\beta_i$ denotes the $i$–th column of $\beta$.

Conversely, assume that $(\sum_{j \neq i} R_j^* + \mathcal{G}) \cap \text{span}\{[g_l, Z] : l = 1, \ldots, m\} = 0$ for each $Z \in \mathcal{L}$ and that $\text{span}\{[g_l, Z] : l = 1, \ldots, m\}$ has constant dimension in a neighbourhood of $x_0$. If (2) and (1.1)–(1.2) hold and there exists an $m \times m$ matrix $\beta(h(x))$, invertible at each $x$ in a neighbourhood of $x_0$, such that for all $x$ in a neighbourhood of $x_0$ (1.3) holds, then NO is solvable.

Proof. Assume that there exists a feedback law $u = \alpha(h(x)) + \beta(h(x))v$ which solves NO. Conditions (2) and (1.3) are an easy consequence of the invertibility of $\beta(h(x))$ at each $x$ of a neighbourhood of $x_0$.

Now, we will prove (1.1) and (1.2). To this end, we will assume that $g_i \in R_i^*$. As a consequence, $\beta(h(x))$ is a diagonal matrix with entries $\beta_{ii}(h(x)), \ldots, \beta_{mm}(h(x))$ nonzero at each $x$ in a neighbourhood of $x_0$. Let $\mathcal{G}_i = \text{span}\{g_i\}$ for $i = 1, \ldots, m$ (for simplicity, we can choose $\mathcal{G}_i$ in such a way that $\mathcal{G}_i \supset \mathcal{G}_i$, but the forthcoming results hold independently of this choice). Since $(\sum_{j \in I} R_j^*) \cap \mathcal{G} = \text{span}\{g_j : j \in I\}$ with $I \subset \{1, \ldots, m\}$ (see [64]), we obtain
\[
\sum_{j \neq i} R_j^* + \mathcal{G} = \sum_{j \neq i} R_j^* \oplus \mathcal{G}_i,
\]
where $\oplus$ denotes at each $x$ the direct sum of subspaces. Let $X_{i_1}, \ldots, X_{i_l}$ be vector fields, linearly independent at each $x$ in a neighbourhood of $x_0$ and such that $\sum_{j \neq i} R_j^* = \text{span}\{X_{i_1}, \ldots, X_{i_l}\}$. Since by proposition 3.3.1 $[g_l, \beta_{hl}, X_{hi}] \in \sum_{j \neq i} R_j^*$ for all $l$ and
\[
[g_i, \beta_{li}, X_{hi}](x) = \beta_{li}(h(x))[g_i, X_{hi}](x) - (L_{X_{hi}}, \beta_{li}(h(x)))g_i(x),
\]
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we have necessarily \((\beta_{i}(h(x))c_{hi}(x))g_{i}(x) = (L_{X_{hi}},\beta_{i}(h(x)))g_{i}(x)\), where the \(c_{hi}\)'s are unique smooth real–valued functions such that \([g_{i}, X_{hi}](x) = c_{hi}(x)g_{i}(x) + \sum_{k=1}^{l_{i}} d_{ki}(x)X_{ki}(x)\). Equivalently,

\[
\beta_{i}(h(x))c_{hi}(x) = L_{X_{hi}},\beta_{i}((h(x))).
\]  

(1.4)

Moreover,

\[
L_{Z}\beta_{i}((h(x))) = 0, \quad Z \in \bar{L}.
\]  

(1.5)

Note that the distributions \(\sum_{j\neq i} R_{j}^{*} + \ker\{dh\}\). \(i = 1, \ldots, m\), are involutive, since \(\ker\{dh\} = \bar{L}\) and \(\sum_{j\neq i} R_{j}^{*}\) is by construction invariant under \(\tilde{f}, \tilde{g}_{1}, \ldots, \tilde{g}_{m}\) and, thus, under any vector field of \(\bar{L}\).

A necessary and sufficient condition to solve the set of partial differential equations (1.4)–(1.5) is (see [53])

\[
L_{Z}c_{hi}(x) = \sum_{k=1}^{l_{i}} c_{ki}(x)b_{ki}(x),
\]  

(1.6)

where the \(b_{ki}\)'s are unique smooth real–valued functions such that \([X_{hi}, Z](x) = \sum_{k=1}^{l_{i}} b_{ki}(x)X_{ki}(x)\). Note that for all \(Z \in \bar{L}\)

\[
-[g_{i}, X_{hi}, Z](x) + [g_{i}, Z, X_{hi}](x) + [g_{i}, [X_{hi}, Z]](x) = 0
\]  

(1.7)

and that by construction span \(\{\bar{L}\} = \ker\{dh\}\). Since \([X_{hi}, Z] \in \sum_{j\neq i} R_{j}^{*}\), from (1.7) we obtain

\[
[[g_{i}, X_{hi}]g_{i}, Z]_{Q_{i}}(x) + [g_{i}, Z]_{Q_{i}}X_{hi}],Q_{i}(x) + [g_{i}, [X_{hi}, Z]]_{Q_{i}}(x) = 0
\]  

(1.8)

and, from (1.6) together with (1.8),

\[
-c_{hi}(x)[g_{i}, Z]_{Q_{i}}(x) + [g_{i}, Z]_{Q_{i}}, X_{hi}],Q_{i}(x) = 0.
\]  

(1.9)

From (2), (1.9) and since \([g_{j}, Z]_{Q_{i}}(x) = 0\) for \(j \neq i\), (1.2) follows immediately. From \([f, X_{hi}](x) = c_{0hi}(x)g_{i}(x) + \sum_{k=1}^{l_{i}} d_{0ki}(x)X_{ki}(x)\), also (1.1) follows in a similar way.

Finally, we will prove that (2) and (1.1)–(1.3) are also sufficient to solve NO. For, by assumption there exists a \(m \times m\) matrix \(\beta(h(x))\), invertible at each \(x\) in a neighbourhood of \(x_{0}\), such that, if \(\beta_{i}\) is the \(i\)-th column of \(\beta\), we have \(G\beta_{i} \in R_{i}^{*}\). For simplicity of notation, further on we will assume directly that \(g_{i} \in R_{i}^{*}\). From (1.8), since \((\sum_{j\neq i} R_{j}^{*} + G) \cap \text{span}\{[g_{l}, Z] : l = 1, \ldots, m\} = 0\) and \([g_{j}, Z], X_{hi} \in \sum_{j\neq i} R_{j}^{*}\), we obtain (1.6). This implies
the existence of a smooth function $\alpha_i(h(x))$ such that $\alpha_i(h(x_0)) = 0$ and $[f + g_i\alpha_i, \sum_{j \neq i} R_j^*] \subset \sum_{j \neq i} R_j^*$. Following the same lines of [64], it is easy to prove that the feedback law

$$\alpha(h(x)) = \begin{pmatrix} \alpha_1(h(x)) \\ \vdots \\ \alpha_m(h(x)) \end{pmatrix}, \quad \beta(h(x)) = I_{m \times m}$$

solves NO. \qed

The necessary conditions (1.1)–(1.2) are trivially satisfied for linear systems, so that (2) is the only nontrivial obstruction, as already known. Note that, as expected, (1.2) is not satisfied for (3), since $[g_j, Z](x) = 0$ for all $j$ and there exists a vector field $\tau \in \tilde{L}$ having the form

$$\begin{pmatrix} 0 \\ 1 \\ 0 \\ 0 \end{pmatrix}$$

so that $[[f, \tau], X_2] \notin R_2^*$ with $X_2 = \begin{pmatrix} 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \end{pmatrix}$.

Along the lines of section 3.3, we can easily derive some necessary and sufficient conditions to achieve both noninteraction and stability. To this end, assume that NLSO is solvable. Let us apply to (3.3.1) any output feedback law which solves NLSO and denote by $\tilde{\Sigma}$ the system correspondingly obtained. Under assumptions (A1), (A2) and (A3), following the proof of proposition 3.3.3, one can find a change of coordinates $z(x) = (z_1T(x) \cdots z_{m+1}T(x))^T$, $z(x_0) = 0$, defined in a neighbourhood of $x_0$ and such that $\Sigma$ is expressed in the form (3.3.8) (for simplicity of notation, in (3.3.8) we will let $z = x$ and $v = u$). In analogy with section 3.3, it is possible to define the nonlinear dynamics

$$\dot{x}_{m+1} = \tilde{f}_{m+1}(0, \ldots, 0, x_{m+1}) \tag{1.10}$$

and

$$\dot{x}_i = \tilde{f}(x_i) + \tilde{g}_i(x_i)v_i, \quad i = 1, \ldots, m. \tag{1.11}$$

The dynamics (1.10) and (1.11) are uniquely (in some sense to be specified) associated to a given system (3.3.1), which satisfies assumptions (A1), (A2) and (A3). This renders the definition of (1.10) and (1.11) independent (in some sense) of the particular output–feedback law chosen to obtain (3.3.8). Given the system (3.3.8), let us apply to it any output feedback law $u = \alpha'(h(x)) + \beta'(h(x))v$ which solves NLSO. Denote by $\tilde{\Sigma}'$ the system obtained from (3.3.8) and by (1.10)' and (1.11)' the systems defined on $\tilde{\Sigma}'$ and corresponding to (1.10) and (1.11), respectively. In analogy with proposition 3.3.4, it is possible to show that the dynamics (1.10) and (1.10)' are equal up to changes of coordinates, defined in a neighbourhood of $x_0$ and, moreover, the systems (1.11) and (1.11)' are equal
up to changes of coordinates and invertible output–feedback transformations, defined in a
 neighbourhood of \( x_0 \).

Following section 3.3, one can state the following theorem.

**Theorem 1.2.** Assume that (A1), (A2) and (A3) hold and consider the class of invertible
 feedback laws. If NO is solvable and, in addition,

a) the dynamics (1.10) is locally asymptotically stable at the origin,

b) each system (1.11) is locally asymptotically stabilizable at the origin via static
 output–feedback,

then NLSO is solvable. Conversely, assume, in addition, that the distributions \( \langle \tilde{f}, \tilde{g}_1, \ldots, \tilde{g}_m \rangle | \text{span} \{ \tilde{g}_i \} \), \( i = 1, \ldots, m \), have constant dimension in a neighbourhood of \( x_0 \). If NLSO is
 solvable, then a) and b) are satisfied.

We want to remark that, in the case of linear systems, contrary to the case of static
state–feedback, condition b) is not automatically satisfied in general.

**6.2 Noninteracting control via dynamic output–feedback: examples and coun-
terexamples**

Assume for a moment that either (2) or (1.1) or (1.2) do not hold for a system satisfying
assumption (A1). We know from proposition 1.1 that NO is not solvable. On the other
hand, we might ask if dynamic output–feedback can help overcoming the obstructions
(2), (1.1) and (1.2). Through some worked examples, we will show that dynamic output–
feedback is indeed helpful in overcoming the obstruction (2), but, in general, not (1.1)–
(1.2). However, at the moment, necessary and sufficient conditions for solving even NDO
are still an open question and are a challenging object for further research.

We will give two examples: the first one shows that (2) is not necessary to solve NDO
and gives a possible procedure for constructing solutions of NLSDO for systems having
vector relative degree at \( x_0 \), the other one proves that possible obstructions, for which
NLSDO might not be solvable (even if NLSD is), may be caused simply by the fact that
either (1.1) or (1.2) is not satisfied.
Let us begin with the following example

\begin{align*}
\dot{x}_1 &= x_3 b_1(y_1) + u_1 \\
\dot{x}_2 &= x_3 b_2(y_2) + u_2 \\
\dot{x}_3 &= a_1(x_1) + a_2(x_2) + x_3 \\
\dot{x}_4 &= c(x_1, x_2, x_3, x_4) \\
y_i &= x_i, \quad i = 1, 2,
\end{align*}

(2.1)

with \( a_i(x_i), b_i(y_i) \) and \( c(x_1, \ldots, x_4) \) smooth functions of their arguments, \( a_i(0) = 0 \), \( \frac{\partial a_i}{\partial x_i}(0) \neq 0, \ i = 1, 2, \ c(0,0,0,0) = 0, \ \frac{\partial^2 c}{\partial x_1 \partial x_2}(0,0,0,0) \neq 0 \). Moreover, assume that \( \dot{x}_4 = c(0,0,0,x_4) \) is locally asymptotically stable at \( x_4 = 0 \).

Note that (2.1) is locally \textit{exponentially} stabilizable at \( x = 0 \) through \textit{static state–feedback}. Note also that (2.1) has vector relative degree \( \{1,1\} \). Since after a state–feedback \( u_1 = -x_3 b_1(y_1) + v_1, \ u_2 = -x_3 b_2(y_2) + v_2 \), the resulting system is noninteractive and satisfies the necessary and sufficient conditions of theorem 3.4.17, NLSD is solvable (see example (3.5.1) for the construction of the feedback law which solves NLSD). Note that NLSS is not solvable, as a consequence of theorem 3.3.5 and NO is not solvable since (2) is not satisfied. Note also that (1.1)–(1.2) are trivially satisfied. One might ask if NLSDO is solvable for (2.1). This is answered in the next proposition.

\textit{Proposition 2.1.} The problem of achieving noninteraction with local stability via dynamic output feedback is solvable for (2.1). \( \blacksquare \)

\textit{Proof.} By straightforward computations we obtain in a neighbourhood of \( x_0 \)

\begin{align*}
\Delta_{\text{MIX}} &= \text{span}\{\partial/\partial x_4\}, \\
\mathcal{R}_* &= \text{span}\{\partial/\partial x_3, \partial/\partial x_4\}, \\
\mathcal{R}_i^* &= \text{span}\{\partial/\partial x_i, \partial/\partial x_3, \partial/\partial x_4\} \quad i = 1, 2.
\end{align*}

By assumption, the dynamics

\begin{equation}
\dot{x}_4 = c(0,0,0,x_4)
\end{equation}

(2.2)

is locally asymptotically stable at \( x_4 = 0 \) and each system

\begin{align*}
\dot{x}_i &= u_i \\
\dot{x}_3 &= a_i(x_i) + x_3
\end{align*}

(2.3)
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is locally exponentially stabilizable at the origin via static state–feedback law. Let \( n^w = 2 \) and define

\[
X_{11}^e(x^e) = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad X_{12}^e(x^e) = \begin{pmatrix} 0 \\ 1 \\ 1 \\ 0 \end{pmatrix}, \quad X_{21}^e(x^e) = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix}, \quad X_{22}^e(x^e) = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 1 \end{pmatrix},
\]

with \( R_i^e = \text{span} \{ X_{ij}^e : j = 1, 2 \} \). Note that \( R_i^e \subset \bigcap_{j \neq i} \ker \{ dh_j \} \oplus G^w \), where \( \oplus \) denotes at each point \((x, w)\) the external direct sum of subspaces. We have constructed the vector fields \( X_{ik}^e \) according to the procedure of section 3.4.3. It can be easily checked that the output feedback law

\[
\alpha^e(x^e) = \begin{pmatrix} - (\mu_1 + \mu_2) b_1(y_1) \\ - (\mu_1 + \mu_2) b_2(y_2) \\ (a_1(x_1) + \mu_1) \\ (a_2(x_2) + \mu_2) \end{pmatrix}^T,
\]

\[
\beta^e(x^e) = I_{4 \times 4}
\]

renders locally invariant the distributions \( R_1^e \) and \( R_2^e \) and, in addition, denoting by \( \beta_i^e \) the \( i \)-th column of \( \beta^e \), is such that \( G \beta_i^e \in R_i^e \) for \( i = 1, 2 \). After a linear change of coordinates, the closed–loop system (2.1)–(2.4) can be transformed by the global change of coordinates

\[
\begin{align*}
  z_1^e &= x_1, \\
  z_2^e &= x_2, \\
  z_3^e &= x_3 - \mu_1 - \mu_2, \\
  z_4^e &= x_4, \\
  z_5^e &= z_5^e - u_1^w - u_2^w,
\end{align*}
\]

into a system of the form

\[
\begin{align*}
  \dot{z}_1^e &= u_1 + z_5^e b_1(z_1^e), \\
  \dot{z}_2^e &= a_1(z_1^e) + \mu_1 + u_1^w, \\
  \dot{z}_3^e &= u_2 + z_5^e b_2(z_3^e), \\
  \dot{z}_4^e &= a_2(z_3^e) + \mu_2 + u_2^w, \\
  \dot{z}_5^e &= z_5^e - u_1^w - u_2^w, \\
  y_1 &= z_1^e, \\
  y_2 &= z_3^e.
\end{align*}
\]

Note that, under our assumptions, the system \( \dot{z}_5^e = z_5^e - u_1^w - u_2^w \) can be locally asymptotically stabilized through a feedback law of the form

\[
\begin{align*}
  \dot{\xi}_1 &= F_1(\xi_1, \xi_2), \\
  \dot{\xi}_2 &= F_2(\xi_1, \xi_2), \\
  u_1^w &= -a_1(\xi_1), \\
  u_2^w &= -a_2(\xi_2).
\end{align*}
\]
We conclude that a feedback law which solves NLSDO is given by

\[ u_i = -(\mu_1 + \mu_2)b_i(y_i) + H_{i1}y_i + H_{i3}\mu_i + v_i, \quad i = 1, 2, \]
\[ \dot{\xi}_i = F_i(\xi_1, \xi_2), \quad i = 1, 2, \]
\[ \dot{\mu}_i = a_i(y_i) + \mu_i - a_i(\xi_i), \quad i = 1, 2, \]

where \( H_{i1} \) and \( H_{i3} \) are real numbers such that the matrix

\[
\begin{pmatrix}
H_{i1} & H_{i3} \\
\frac{\partial a_i}{\partial x_i}(0) & 1
\end{pmatrix}
\]

is Hurwitz (the existence of \( H_{i1} \) and \( H_{i3} \) is guaranteed by the controllability of the linear approximation of (2.1) in a neighbourhood of the origin). 

It is important to note the two following facts. First, under our assumptions the dynamics (2.2), which is exactly the dynamics of (2.1) on \( \mathcal{L}_{x_0}^{\Delta_{\alpha}} \), is locally asymptotically stable at \( x_4 = 0 \). We know that, under some regularity assumptions, this condition is necessary to solve NLSD (and, a fortiori, NLSDO) for (2.1).

Another necessary condition for solving NLSDO is that each system (2.3) be locally asymptotically stabilizable at the origin through dynamic feedback (not necessarily output feedback): this is a consequence of theorem 3.3.17. From the proof of proposition 1 we see that this condition is also sufficient.

Next, let us consider the system

\[
\begin{align*}
\dot{x}_1 &= x_2^2 + u_1 \\
\dot{x}_2 &= u_2 \\
\dot{x}_3 &= x_1 + x_2 + x_3 \\
y_i &= x_i, \quad i = 1, 2,
\end{align*}
\]

and let us investigate the solvability of NDO for (2.5). First of all, note that, after applying a feedback law \( u_1 = -x_2^2 + v_1 \), the resulting system satisfies the necessary and sufficient conditions of theorem 3.4.17 and, thus, NLSD is solvable. Note that NLSS is not solvable, as a consequence of theorem 3.3.17. Moreover, note that (1.1) is not satisfied. We want to prove that this is an obstruction for solving even NDO. As a matter of fact, we obtain the following result.

**Proposition 2.2.** The problem of achieving noninteraction via dynamic output feedback is not solvable for (2.5). 
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Proof. In a neighbourhood of \( x = 0 \) we have
\[
\mathcal{R}^* = \text{span}\{\partial/\partial x_3\},
\]
\[
\mathcal{R}^*_i = \text{span}\{\partial/\partial x_i, \partial/\partial x_3\}, \quad i = 1, 2.
\]
Assume that there exists a dynamic output feedback law (1) which solves NDO. We will denote, as usual, \( f + G\alpha \) by \( \tilde{f}^e \) and \( G\beta_j \) by \( \tilde{g}^e_j \) for \( j = 1, \ldots, m \). Let \( \mathcal{L}_i \) be the Lie ideal generated by the vector field \( g_i \) in the Lie algebra generated by the vector fields \( f, g_1, \ldots, g_m \) and \( \mathcal{L}^*_i \) be the Lie ideal generated by the vector field \( \tilde{g}^e_i \) in the Lie algebra generated by the vector fields \( \tilde{f}^e, \tilde{g}^e_1, \ldots, \tilde{g}^e_m \). Moreover, let \( y = \begin{pmatrix} y_1 \\ y_2 \end{pmatrix} \) and \( \pi \) be the natural projection \( \pi(x^e) = x \), with \( \pi_{x^e} \) its differential at \( x^e \). By arguments similar to those of proposition 3.4.4, one can easily prove the following fact.

Fact # 2.1. \( \beta_{ij}(y, w) = 0 \) for \( j \neq i \) and for all \( (y, w) \) in a neighbourhood of \( (0, 0) \); moreover,
\[
\pi_{x^e}(\text{span}\{\mathcal{L}^*_i\})(x^e) = \text{span}\{\partial/\partial x_i, \partial/\partial x_3\}\}(\pi(x^e))
\]
(2.6)
for all \( x^e \) in a neighbourhood of \( x_0^e \).

As a consequence, we have
\[
\tilde{f}^e(x^e) = \begin{pmatrix} x_3^2 + \alpha_1(y, w) \\ \alpha_2(y, w) \\ x_1 + x_2 + x_3 \\ \delta(y, w) \end{pmatrix}, \quad \tilde{g}^e_1(x^e) = \begin{pmatrix} \beta_{11}(y, w) \\ 0 \\ 0 \\ \gamma_1(y, w) \end{pmatrix}, \quad \tilde{g}^e_2(x^e) = \begin{pmatrix} 0 \\ \beta_{22}(y, w) \\ 0 \\ \gamma_2(y, w) \end{pmatrix}.
\]
The closed–loop system (2.5)–(1) has, by assumption, vector relative degree \( \{r_1^e, r_2^e\} \) at \( x_0^e \). Moreover, (2.5) itself has vector relative degree \( \{1, 1\} \) at \( x_0 \). The following property is an easy consequence of the vector relative degree property.

Fact # 2.2. Either one of following facts may happen:

a) \( r_2^e = 1 \) and \( \beta_{22}(y, w) \neq 0 \) at each \( (y, w) \) in a neighbourhood of \( (0, 0) \);

b) \( r_2^e > 1 \) and \( \beta_{22}(y, w) = 0 \) for all \( (y, w) \) in an open neighbourhood of \( (0, 0) \), \( L_{g_2}^k \tilde{f}^e \alpha_2(x^e) = 0 \) for \( 0 \leq k < r_2^e - 2 \) and for all \( x^e \) in an open neighbourhood of \( x_0^e \); moreover, \( L_{g_2}^k \tilde{f}^e \alpha_2(x^e) \neq 0 \) at each \( x^e \) in a neighbourhood of \( x_0^e \).

Indeed, if \( r_2^e = 1 \), since the closed–loop system (2.5)–(1) is noninteractive and has vector relative degree \( \{r_1^e, r_2^e\} \) at \( x_0^e \) and \( L_{g_2} h_2(x) = 1 \), then necessarily \( \beta_{22}(y, w) \neq 0 \) for all \( (y, w) \)
in a neighbourhood of \((0,0)\), i.e. a). On the other hand, if \(r_2^e > 1\) and since \(L_{g_2} h_2(x) = 1\) and \(L_X h_2(x) = 0\) for any \(X \in (L_1 + L_2)/\{g_2\}\), we have

\[
L_{ad_{f^e}}^{-1} g_2 h_2(x^e) = 0, \quad 0 \leq k < r_2^e - 1
\]

for all \(x^e\) in a neighbourhood of \(x_0^e\) and (up to signs)

\[
L_{ad_{f^e}}^{-1} x^e = (L_{g_2} h_2(x)) L_{ad_{f^e}}^{-1} \alpha_2(x^e) = L_{ad_{f^e}}^{-1} \alpha_2(x^e)
\]

for all \(x^e\) in a neighbourhood of \(x_0^e\). This immediately implies b).

By induction, it is possible to show that

\[
{ad_{f^e}}_{g_2}^{k} = \begin{pmatrix} 0 \\ 0 \\ \varphi_k(x^e) \end{pmatrix}, \quad 0 \leq k < r_2^e - 1,
\]  

(2.7)

where

\[
\varphi_k(x^e) = \sum_{j=0}^{2k} a_j(y,w)x_3^j
\]

for some smooth (possibly vector) functions \(a_j(y,w)\) such that \(a_1(0,0) = 0\). Indeed, the first component of \(ad_{f^e}^{k} g_2\), \(0 \leq k < r_2^e - 1\), is identically zero by fact #2.1. Moreover, its second component is equal to \(\beta_2\) \((y,w)\) if \(k = 0\) or to \(L_{ad_{f^e}}^{-1} \alpha_2(x^e)\) if \(k \geq 1\). Thus, the second component is identically zero by fact #2.2. Finally, by direct computations, the third component is easily seen to be identically zero, since the first two are. For \(k = 0\) \(\varphi_1(x^e)\) has the claimed form by fact #2.2. Now, assume that \(\varphi_k(x^e)\) has the above form for some \(k < r_2^e - 2\). Since \(\alpha_1(0,0) = \alpha_2(0,0) = 0\), \(\delta(0,0) = 0\) and by induction hypothesis,

\[
\varphi_{k+1}(x^e) = \sum_{j=0}^{2k} \frac{\partial a_j}{\partial y_1}(y,w)x_3^j(x_2^3 + \alpha_1(y,w)) + \sum_{j=0}^{2k} \frac{\partial a_j}{\partial y_2}(y,w)x_3^j) \alpha_2(y,w) +
\]

\[
+ \sum_{j=0}^{2k} \frac{\partial a_j}{\partial w}(y,w)x_3^j \delta(y,w) + \sum_{j=1}^{2k} j a_j(y,w)x_3^{j-1}(x_1 + x_2 + x_3) - \frac{\partial \delta}{\partial w}(y,w)\varphi_k(x^e) =
\]

\[
= \sum_{j=0}^{2(k+1)} \tilde{a}_j(y,w)x_3^j
\]

for some smooth (possibly vector) functions \(\tilde{a}_j(y,w)\) such that \(\tilde{a}_1(0,0) = 0\). Moreover, from straightforward computations and fact #2.2, we obtain

\[
{ad_{f^e}}_{g_2}^{r_2^e - 1} x^e = \begin{pmatrix} 0 \\ \psi_{r_2^e - 1}(x^e) \\ \varphi_{r_2^e - 1}(x^e) \end{pmatrix},
\]
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where \( \varphi_{r^2-1}(x^e) = \sum_{j=0}^{2(r^e_r-1)} \lambda_j(y, w)x^j_3 \) and \( \psi_{r^2-1}(x^e) = \sum_{j=0}^{2(r^e_r-1)} \mu_j(y, w)x^j_3 \) for some smooth (possibly vector) functions \( \lambda_j(y, w) \) and \( \mu_j(y, w) \) such that \( \lambda_1(0, 0) \) and \( \mu_1(0, 0) = 0 \). Since \( \varphi_{r^2-1}(x^e) \) is equal (up to signs) to \( \beta_{22}(y, w) \) if \( r^e_r = 1 \) or to \( L \frac{\partial \alpha_1}{\partial w}(y, w)\varphi_{r^2}(x^e) \) if \( r^e_r > 1 \), by fact #2.2 we have \( \varphi_{r^2-1}(x^e) \neq 0 \) for all \( x^e \) in a neighbourhood of \( x^e_0 \).

Moreover,

\[
ad_{f^e}^{r^e_r}\bar{g}^e_2(x^e) = \begin{pmatrix} 0 \\ \psi_{r^2_2}(x^e) \\ -\psi_{r^2-1}(x^e) \\ \varphi_{r^2}(x^e) \end{pmatrix},
\]

where \( \varphi_{r^2_2}(x^e) = \sum_{j=0}^{2r^e_2} c_j(y, w)x^j_3 \) and \( \psi_{r^2_2}(x^e) = \sum_{j=0}^{2r^e_2} d_j(y, w)x^j_3 \) for some smooth (possibly vector) functions \( c_j(y, w) \) and \( d_j(y, w) \) such that \( c_1(0, 0) = d_1(0, 0) = 0 \). From fact # 2.1, it follows that \( \pi^* (ad_{f^e}^{k} \bar{g}^e_2)(x^e), k \geq 0, \) is a vector of \( R^*_\pi(\pi(x^e)) \). In particular, the first component of \( ad_{f^e}^{r^e_r+1}\bar{g}^e_2 \) must be identically zero or, equivalently,

\[
0 = L \frac{\partial \alpha_1}{\partial y_2}(y, w)\psi_{r^2_2}(x^e) - 2x_3\psi_{r^2-1}(x^e) + \frac{\partial \alpha_1}{\partial w}(y, w)\varphi_{r^2}(x^e) \tag{2.8}
\]

for all \( x^e \) in a neighbourhood of \( x^e_0 \). In particular, (2.8) must hold for \( (y, w) = (0, 0) \), which clearly gives a contradiction.
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