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Abstract

Recently, generative approaches have been used effectively to provide definitions of words in their context. However, the opposite, i.e., generating a usage example given one or more words along with their definitions, has not yet been investigated. In this work, we introduce the novel task of Exemplification Modeling (ExMod), along with a sequence-to-sequence architecture and a training procedure for it. Starting from a set of (word, definition) pairs, our approach is capable of automatically generating high-quality sentences which express the requested semantics. As a result, we can drive the creation of sense-tagged data which cover the full range of meanings in any inventory of interest, and their interactions within sentences. Human annotators agree that the sentences generated are as fluent and semantically-coherent with the input definitions as the sentences in manually-annotated corpora. Indeed, when employed as training data for Word Sense Disambiguation, our examples enable the current state of the art to be outperformed, and higher results to be achieved than when using gold-standard datasets only. We release the pretrained model, the datasets and the software at https://github.com/SapienzaNLP/exmod.

1 Introduction

Providing the sense of a word given its context is a major topic in lexical semantics that has drawn considerable attention [Blevins and Zettlemoyer, 2020; Bevilacqua and Navigli, 2020; Barba et al., 2021]. Through the years, this task has mainly been formulated in two flavors: Word Sense Disambiguation [Bevilacqua et al., 2021, WSD], where the sense has to be chosen from a predefined sense inventory, and, more recently, Definition Modeling, where the sense definition for a word in context is automatically generated [Bevilacqua et al., 2020]. In particular, Definition Modeling drops the need for enumerative sense inventories and leverages instead the power of auto-regressive pretrained models to generate glosses, i.e., definitions, for arbitrary words and expressions.

We claim that the reverse process, i.e., providing examples for a sense starting from its definition, has advantageous applications too, both for humans and automatic systems. Indeed, on the one hand, using examples to further describe word meanings can be beneficial for second language learners [Nation, 2001]. On the other hand, generated examples can be used to enrich pre-existing knowledge bases and as a data augmentation technique for Word Sense Disambiguation systems.

In this paper, we introduce the Exemplification Modeling (ExMod) task, which aims at generating example sentences starting from one or multiple words with their sense definitions, together with a sequence-to-sequence architecture for the task, and a procedure for training it from sense-annotated corpora. We show that our model can generalize not only over unseen words and definitions, but also across different lexical resources with diverse sense granularities. Furthermore, the proposed architecture can provide examples for up to three senses at the same time, paving the way to new scenarios on how a generative system can model the interaction among multiple senses. We evaluate the produced sentences quantitatively by employing them as additional training examples for the WSD task. The examples generated lead WSD models to perform better than when relying on manually-annotated datasets only, and to attain results higher than the current state of the art. Furthermore, we analyze the sentences generated by means of a human-annotation task, and show that annotators perceive the examples produced as fluent and semantically coherent as those in a manually-curated corpus. This work brings the following novel contributions:

- The Exemplification Modeling (ExMod) problem, i.e., an innovative task requiring systems to generate a usage example given one or more words with their sense definitions.
- A sequence-to-sequence architecture for ExMod that can be trained directly on already-existing lexical-semantic resources.
- An effective procedure for creating large-scale and high-quality training corpora for English WSD covering all senses of the reference inventory.
- An in vivo evaluation framework taking into account different sense inventories and gold training corpora, as well as a human-evaluation task for measuring the fluency and semantic coherence of the generated sentences.

*Work carried out while at the Sapienza University of Rome.
2 Methodology

In this Section, we introduce and formalize the task of Exemplification Modeling (Section 2.1), describe our auto-regressive approach for it (Section 2.2) and present the sampling strategy over the training instances (Section 2.3).

2.1 Exemplification Modeling

Given a set of lemmas along with their definitions, we frame Exemplification Modeling as the task of generating a sentence where each input lemma is used with its intended sense.\(^1\) For example, consider as input the lemma-definition pair (bank, a building where financial services are offered), a possible correct output might be: He went to the bank to deposit a check. Formally, let \(D\) be the set of lemma-definition pairs \((l_1,d_1), \ldots, (l_k,d_k)\), with each definition \(d_i\) specifying the intended meaning of lemma \(l_i\); both \(l_i\) and \(d_i\) are sequences of tokens\(^2\) and we use \(l^j_i\) and \(d^j_i\) to denote their respective \(j\)-th token. The task can thus be formulated as follows: given the set \(D\) of lemma-definition pairs, a model has to yield a meaningful and semantically-coherent token sequence \(s = s_1, \ldots, s_n\), such that, \(\forall(l_i,d_i) \in D, l_i\) occurs in any of its inflected forms in \(s\) with the meaning defined by its corresponding definition \(d_i\). Furthermore, as knowing precisely where each \(l_i\) occurs in \(s\) represents a natural desideratum, we include as part of the task also yielding the set of indices \(\phi_i = j^1_i, \ldots, j^{l_i}_{\phi_i}\) to deposit a check.

(1 \leq j^1_i < \ldots < j^{l_i}_{\phi_i} \leq n) where \(l_i\) is expressed in \(s\).

2.2 Model

To tackle the EXMOD task, we propose a two-stage approach, which first generates a usage example \(s\) where all the input lemmas occur with their expected meanings, and then computes \(\phi_i\) \(\forall(l_i,d_i) \in D\) by means of a post-processing strategy. For the first stage, we use a sequence-to-sequence model and define its input \(m\) as follows:

\[
m = \langle s \rangle l^1_1 \ldots l^{1_{\phi_1}} \langle s \rangle d^1_1 \ldots d^{1_{\phi_1}} \\
\vdots \\
\langle s \rangle l^k_k \ldots l^{k_{\phi_k}} \langle s \rangle d^k_k \ldots d^{k_{\phi_k}}
\]

where \(\langle s \rangle\) and \(\langle s \rangle\) are two special tokens around which each input lemma is wrapped. The target example \(s\) is similarly encoded into a sequence \(\hat{s}\), where, \(\forall(l_i,d_i) \in D,\) all contiguous spans in \(\phi_i\) are surrounded by the special markers \(\langle t \rangle\) and \(\langle t \rangle\). For instance, given the above usage example He went to the bank to deposit a check, we convert it into He went to the \(\langle t \rangle\) bank \(\langle t \rangle\) to deposit a check. With this encoding, we then train the sequence-to-sequence model to learn the factorized probability:

\[
p(\hat{s}|m) = \prod_{j=2}^{|\hat{s}|} p(\hat{s}_j|s_{1:j-1}, m)
\]

by minimizing the cross-entropy loss with respect to \(\hat{s}\).

However, as this formulation does not compute \(\phi_i\) \(\forall(l_i,d_i) \in D\), we perform the second stage of our approach and, denoting with \(o\) the sequence generated by our model, we apply the following four steps:

- We lemmatize each token in \(o\);
- We pair each highlighted span, tagged with lemma \(l\), to the \(\langle t \rangle\) \(\langle t \rangle\) pair \((l_i,d_i)\) such that \(l_i = l_3^3\);
- We compute \(\phi_i\) by considering the indices of the span aligned to each input pair \((l_i,d_i)\).
- We remove the highlighting markers from the sequence.

After these four steps, the system produces a usage example \(s\) for the input pairs in \(D\), along with a set of indices \(\phi_i\) indicating where the \(i\)-th input pair is expressed within \(s\).

2.3 Sampling

We now present the method we use for sampling the training instances from a given collection \(B = \langle D_1,s_1 \rangle, \ldots, \langle D_B,s_B \rangle\) of inputs and expected outputs. In this work, we limit ourselves to consider only \(k = |D_i| \in \{1,2\}\) for \(i = 1,\ldots,|B|\) and defer exploring training strategies with \(k \geq 3\) for future work. We believe that these two values of \(k\) are significantly different from each other, as sense interactions enter the picture when dealing with \(k = 2\), and we further argue that their modeling calls for different approaches. For \(k = 1\), we assume all instances in \(B\) are equally adequate and define a uniform distribution over this list, sampling \((D_i,s_i)\) with probability:

\[
p(D_i,s_i) = \frac{1}{|B|}
\]

For \(k = 2\), instead, we focus on usage examples where the senses in \(D_i\) appear as lexical collocations\(^3\) of one another and, thus, employ a \(p(D_i,s_i)\) that fosters this choice. That is, for each input pair \(D_i = \{(l_{i,1},d_{i,1}), (l_{i,2},d_{i,2})\}\) and its target sentence \(s_i\), we set its probability \(p(D_i,s_i)\) to 0 if the senses in \(D_i\) appear more than \(\xi\) tokens away from each other in \(s_i\). For all the remaining instances \(\hat{B}\), instead, we compute their probability based on the Positive Pointwise Mutual Information\(^4\) (PPMI, Niwa and Nitta [1994]) measure:

\[
p(D_i,s_i) = (1 - \alpha) \cdot \frac{ppmi(D_i)}{\sum_{j=1}^{|\hat{B}|} ppmi(D_j)} + \alpha \cdot \frac{1}{\sigma(s_i)|S|}
\]

where \(\sigma(s_i)\) is the number of \((D_j,s_j)\) pairs such that \(s_j = s_i\), \(S\) is the set of all the usage examples, and \(ppmi\) is the function defined as:

\[
ppmi(D_i) = \max \left( 0, \log \frac{p(l_{i,1},l_{i,2})}{p(l_{i,1})p(l_{i,2})} \right)
\]

\(^1\)Lemma-definition pairs identify a sense for the lemma, therefore, we use “lemma-definition pair” and “sense” interchangeably.

\(^2\)We model lemmas through lists of tokens to support multi-words.

\(^3\)If multiple pairs match \(l\), we assign it to one at random.

\(^4\)If no input pair is associated with any span, we discard the example.

\(^5\)Pairs of words that co-occur more frequently than chance.

\(^6\)We estimate the probability of the occurrence of a given word by counting its occurrences in the English Wikipedia corpus (December 2019 dump). Further details at https://github.com/SapienzaNLP/exmod (D).
The second term of Equation 1 is effectively a smoothing factor that distributes a uniform probability over each usage example \( s_i \), dividing it equally among all the training instances in which it occurs. With this strategy, we effectively foster the sampling of \((D_i, s_i)\) pairs such that:

- \((l_{i,1}, d_{i,1})\) and \((l_{i,2}, d_{i,2})\) co-occur nearby;
- the co-occurrence is statistically significant.

Therefore, we encourage the generation of usage examples where the input lemmas actively interact between each other.

3 In Vivo Evaluation

In this Section, we put forward an in vivo evaluation suite for the Exemplification Modeling task. To this end, we focus on the Word Sense Disambiguation (WSD) problem, which, given a word in context, aims at selecting its most suitable meaning, and design 5 sub-tasks to evaluate different aspects of the examples generated by an ExMod model. Across all sub-tasks, we make use of the following lexical resources:

- WordNet [Miller et al., 1990], an electronic dictionary where textual definitions, i.e., glosses, are assigned to synsets, lexical units denoting a group of synonymous senses, each associated with a different lemma.
- SyntagNet [Maru et al., 2019], a manually-curated resource of semantic collocations, i.e., pairs of WordNet senses that appear frequently together in texts.
- SemCor [Miller et al., 1993], a large sense-annotated corpus for WSD, comprising 33K sentences for 200K instances tagged with WordNet senses.
- Princeton WordNet Gloss Corpus (WNG)
  
  8
  We use \( \alpha = 0.15 \).
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  Please refer to https://github.com/SapienzaNLP/exmod (A).

- The Oxford Dictionary Dataset [Chang et al., 2018], containing 555,695 sentences for as many instances tagged with senses from the Oxford Dictionary of English (ODE).

3.1 Tasks

For each task, we define the data that the ExMod system will use during the training and generation phases. We also report the cardinality \( k \) of the input set of lemma-definition pairs and the sense inventory from which the input pairs have to be drawn. In what follows, we delineate the five WSD sub-tasks:

**Task 1** In this sub-task, we test the capabilities of ExMod models to generate data in the simplest scenario, that is, producing examples for a single sense at a time from the same sense inventory that was used during the training phase.

**Training:** We set \( k = 1 \), therefore serving only \((D, s)\) pairs with \(|D| = 1\), and draw the training pairs from the concatenation of SemCor and WNG.

**Generation:** We query the model with all lemma-definition pairs contained in WordNet and build the WSD dataset from the resulting examples.

**Task 2** This task is analogous to the previous one as far as \( k \) is concerned, but differs in the inventories used at training time. This setting, indeed, aims at assessing the capability of a model to perform zero-shot generations for senses coming from a previously unseen inventory.

**Training:** We set \( k = 1 \) and select the training instances from the Oxford Dictionary Dataset.

**Generation:** We query the model analogously to Task 1 and build the WSD dataset from the resulting examples.

**Task 3** The third task challenges ExMod models to generate examples that are coherent with two input senses.

**Training:** We vary \( k \in \{1, 2\} \), therefore serving training pairs \((D, s)\) with \(|D| \leq 2\). To build the set of training instances when \( k = 1 \), we consider all WordNet senses appearing in the concatenation of SemCor and WNG. As for \( k = 2 \), we collect all the sense pairs appearing in a SemCor sentence and discard all those whose senses are further away than a window of \( \xi = 10 \) tokens. We recall from Section 2.3 that we sample each pair according to Equation 1.

**Generation:** We query the model with all the possible pairs of senses \((k = 2)\) in SemCor appearing within a window of size 10, and all sense pairs of SyntagNet.

**Task 4** This task evaluates the generalization ability of an ExMod model to scale from inputs with \( k \leq 2 \) used at training time, to inputs with \( k = 3 \) used at generation time.

**Training:** We keep the same training setting as Task 3.

**Generation:** We query the model to generate examples for triplets of senses \((k = 3)\) that we compute by enumerating all sense triangles in SyntagNet, i.e., sets of three senses, each in collocation with the other two.

**Task 5** The last task aims at pushing an ExMod model to its limit by considering all the possible resources at training and generation time.

**Training:** We vary \( k \in \{1, 2\} \). For \( k = 1 \), we extract the training instances by considering all WordNet senses appearing in SemCor or WNG and all ODE senses in the Oxford Dictionary Dataset. For \( k = 2 \), we use the setting of Task 3.

**Generation:** We query the model varying \( k \in \{1, 2, 3\} \) and draw i) senses from WordNet, ii) pairs from SemCor and SyntagNet, and iii) triplets from SyntagNet triangles.

3.2 Setup

In this Section, we detail the ExMod and WSD models used for the experiments, as well as their training hyperparameters, the generation strategy and the evaluation data. Finally, we also propose a metric for model selection that takes into account the semantic coherence of the sentence produced with respect to the input senses.

**ExMod Model and Training.** We use BART [Lewis et al., 2020] as the underlying sequence-to-sequence architecture of our approach; henceforth, we refer to our model as ExMaker. We train ExMaker with RADam [Liu et al., 2020] for 300,000 training steps, learning rate set to \( 1e^{-5} \) and batches of 800 tokens, accumulating gradient for 10 steps. When dealing with multiple datasets, we perform batch sampling from each of them.
EXMOD Model Selection. Choosing the set of weights of EXMAKER that yields the best generations is not a trivial task. Indeed, as multiple usage examples may be perfectly adequate for a given set \( D \), our generative approach is an instance of open-ended text generation where referenced metrics, such as the cross-entropy loss over a reserved sample of data, have been shown to be unsuitable [Liu et al., 2016]. To overcome this issue, we propose an unreferenced metric for measuring the semantic coherence of the example generated with respect to its input set \( D \). Specifically, we take advantage of ARES [Scarlini et al., 2020], i.e., latent representations of WordNet senses that lie in a space comparable to that of BERT Large [Devlin et al., 2019]. Given a generated sentence and a target word therein, we extract the target word embedding by means of BERT Large and compute its cosine similarity with the ARES embedding of the input sense. Thus, to perform model selection during training, we define two sets of validation instances for \( k = 1 \) and \( k = 2 \), with 300 and 580 samples, respectively,\(^1\) and calculate this similarity for each pair in each input set \( D \), aggregating them via a macro average. We compute the ARES-score every 2000 training steps and select the model with the highest performance in terms of macro average.

Generation. In each subtask, we generate from 1 to 6 examples given a set of lemma-definition pairs \( D \) by applying the following decoding strategies in parallel on EXMAKER:

- \textit{beam-n1}: beam search returning the best beam;
- \textit{sample-n5}: nucleus-sampling with \( p = 0.9 \) returning up to 5 sequences.

We group the outputs and clean them by discarding all the ill-formed generations, that is, we discard all those examples generated from \( D \) such that \( \forall (l_i, d_i) \in D, \phi_i = \emptyset \). Finally, using \( \phi_i \), we tag the highlighted tokens with the sense in the reference inventory identified by the \( (l_i, d_i) \) pair.

WSD Reference Model. As reference WSD system, we choose a simple yet effective Transformer-based solution, i.e., BERT for token classification. Following Devlin et al. [2019], we represent each token \(^2\) through the concatenation of the last four layers of BERT, and apply a linear classification head to map each token to a sense. We train the model for at most 50 epochs with early stopping on the validation accuracy and patience set to 3 epochs.\(^3\) As training data, we use the concatenation of SemCor and WNG together with the silver data generated for each specific experiment.

Comparison Systems. As comparison, we report the results of the reference system trained on SemCor and WNG only, as well as on their concatenation with two other automatically-produced datasets, i.e., OneSeC [Scarlini et al., 2019], which relies on information within a knowledge base to tag Wikipedia sentences, and OMSTI [Taghipour and Ng, 2015], a semi-automatic approach relying on parallel corpora.

To put our results in context with the state of the art, we also report the result of the currently best-performing system, i.e., ESCHER [Barba et al., 2021]. We report its results when trained on i) SemCor, ii) SemCor, WNG and the Oxford Dictionary Dataset, and iii) SemCor, WNG and EXMAKER data.

WSD Evaluation Data. As standard in WSD, we use the evaluation framework made available by Raganato et al. [2017]. The framework contains six test datasets, namely, Senseval-2 [Palmer et al., 2001], Senseval-3 [Snyder and Palmer, 2004], SemEval-07 [Pradhan et al., 2007], SemEval-13 [Navigli et al., 2013] and SemEval-15 [Moro andNavigli, 2015]; and ALL, the concatenation of all the aforementioned datasets. To examine the models’ ability to generalize over rare and unseen senses, we partition the ALL dataset into the three following splits:

- \textit{MFS}, containing all instances tagged with the Most Frequent Sense (MFS) in SemCor and WNG for a specific lemma.
- \textit{LFS}, containing all the instances that are tagged with a Least Frequent Sense, i.e., a sense that is not the MFS.
- \textit{Unseen}, containing all the instances tagged with a sense that never appears either in SemCor or in WNG.

3.3 Results

In Table 1, we report the results of our reference model in each sub-task, as well as the various baselines.

We first compare the reference model when trained on SemCor with the WNG Examples only and when trained with additional data for the WordNet inventory coming from OMSTI, OneSeC and EXMAKER (Task 1). As one can see, the data generated by EXMAKER boosts BERT performance by 1.3 points, a result that none of the other additional datasets achieves. More interestingly, the improvement comes entirely from senses that are underrepresented in the training set (LFS and Unseen columns). These results highlight the unique ability of EXMAKER to produce examples for senses that are either rarely or never seen in the gold datasets, while confirming that a model trained for the EXMOD task can be employed effectively to generate examples for WordNet senses.

By considering the results in the second task (Task 2), we can state with confidence that EXMAKER, while being trained with definitions from a single inventory (ODE), can provide examples for senses in another inventory (WordNet) that has different sense granularity. Furthermore, training on instances from EXMAKER in Task 2 results in higher WSD performance than when training on the sentences generated by EXMAKER in Task 1. This result paves the way for new scenarios where EXMOD models are used to complete existing knowledge bases, e.g., WordNet, which lacks examples for roughly 85% of its senses.\(^4\)

We now focus on results for Task 3 and 4, which test the ability of EXMAKER to create coherent examples for pairs or triplets of senses when trained on single definitions or pairs of definitions. Results show that the sentences generated with \( k = 2 \) are beneficial to the WSD model and further boost its

\(^{10}\)Please refer to https://github.com/SapienzaNLP/exmod (B.1) for more details on their creation.
\(^{11}\)We use the first sub-word embedding when the token is split.
\(^{12}\)Please refer to https://github.com/SapienzaNLP/exmod (C) for all hyperparameters.
\(^{13}\)207,016 in total.
We now focus on qualitatively evaluating the EXMaker examples by means of two annotation tasks. We ask annotators to manually assign two scores to each example generated: one measuring its fluency and one measuring its semantic coherence with respect to a given lemma-definition pair.

**Data to Annotate.** We build two datasets: one automatically generated by EXMaker trained as in Task 5, and one drawn from the ALL dataset. We consider a statistically significant sample\(^{14}\) of 284 and 382 instances of the ALL and EXMaker datasets, respectively, shuffle them together, and provide the anonymized examples to three English-proficient annotators.\(^{15}\)

**Annotation Task.** We provide annotators with guidelines\(^{16}\) and ask them to tag each example with two scores: the first, to evaluate its fluency and indicate whether it is logical and grammatically correct; the second, to measure to what extent the usage of the target word in the example reflects the meaning described by the given definition. Following Bevilacqua et al. [2020], in both cases, we ask the annotators to fill a five-level Likert scale that assigns higher scores to better sentences. We report the average computed across all instances and annotators for each measure and Cohen’s \(\kappa\) [Cohen, 1960] as metric for the Inter-Annotator Agreement.

**Results.** As one can see in Table 2, the average Likert scores for EXMaker data are 4.63 and 4.82 for fluency and semantic coherence, respectively. These results are nearly significant sample with respect to a given lemma-definition pair.

### Table 1: F1 attained when training the reference model, BERT, on the gold training set (the concatenation of SemCor and WNG) concatenated with several silver datasets generated by different configurations of EXMaker and its competitors, i.e., OMSTI and OneSec. \(\dagger\) indicates that the model is trained on SemCor instances only. Underlined scores are statistically significant with respect to ESCHER results with \(p < 0.05\).

<table>
<thead>
<tr>
<th>WSD Setting</th>
<th>Dev Set</th>
<th>Test Sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task</td>
<td>Model</td>
<td>Additional Dataset</td>
</tr>
<tr>
<td>Baseline</td>
<td>—</td>
<td>BERT</td>
</tr>
<tr>
<td>—</td>
<td>BERT</td>
<td>OMSTI</td>
</tr>
<tr>
<td>—</td>
<td>BERT</td>
<td>OneSec</td>
</tr>
<tr>
<td>—</td>
<td>ESCHER(^{\dagger})</td>
<td>—</td>
</tr>
<tr>
<td>—</td>
<td>ESCHER</td>
<td>ODE</td>
</tr>
<tr>
<td>Task 1</td>
<td>BERT</td>
<td>EXMaker</td>
</tr>
<tr>
<td>Task 2</td>
<td>BERT</td>
<td>EXMaker</td>
</tr>
<tr>
<td>Task 3</td>
<td>BERT</td>
<td>EXMaker</td>
</tr>
<tr>
<td>Task 4</td>
<td>BERT</td>
<td>EXMaker</td>
</tr>
<tr>
<td>Task 5</td>
<td>BERT</td>
<td>EXMaker</td>
</tr>
<tr>
<td>Task 5</td>
<td>ESCHER</td>
<td>EXMaker</td>
</tr>
</tbody>
</table>

Table 2: Results for the two tasks of qualitative analysis. We report the Likert scores average and the pairwise average of Cohen’s \(\kappa\).

<table>
<thead>
<tr>
<th>Task</th>
<th>ALL</th>
<th>EXMaker</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\text{AVG})</td>
<td>(\kappa)</td>
</tr>
<tr>
<td>Fluency</td>
<td>4.82</td>
<td>0.74</td>
</tr>
<tr>
<td>Coherence</td>
<td>4.83</td>
<td>0.69</td>
</tr>
</tbody>
</table>

\(^{14}\)Samples are statistically significant w.r.t. the sizes of the source datasets with confidence level of 95% and a margin error of \(\pm 5\).

\(^{15}\)Annotators do not know the source of each sentence.

\(^{16}\)Released at https://github.com/SapienzaNLP/exmod (E).
identical to those attained for the manually-annotated examples of ALL. The inter-annotator agreement is substantial [Landis and Koch, 1977] for both datasets and measures. These results underline the high quality of the sentences produced by ExMaker, which not only have a fluency close to that of human-curated corpora, but are also capable of conveying the required input meaning into valid examples that turn out to be only slightly worse on average than those created by humans.

5 Related Work

Definition Modeling The spread of generative models is fostering the advancement of research in several topics, among which definition modeling [Noraset et al., 2017] is the closest to ours. The task requires a gloss to be produced for a word, and was initially proposed as an interpretable way for analyzing the semantics of word embeddings. Early approaches to the task [Gadetsky et al., 2018; Chang et al., 2018] relied mainly on static word embeddings to model the input context and generate the most suitable definition for the target word. Static word embeddings were then replaced by contextualized embeddings, better modeling the semantics of a target word in context. Nevertheless, these approaches were neither able to provide definitions for multiword expressions [Mickus et al., 2019], nor to take into account the word order when defining multistorexpressions [Ishiwatari et al., 2019]. The most recent effort in this direction is Generationary [Bevilacqua et al., 2020], which exploits a sequence-to-sequence generative approach where the spans to be defined are explicitly marked. This approach closed the gap between Definition Modeling and Word Sense Disambiguation, showing that the glosses generated could easily be mapped to those in a lexical knowledge base, hence making it possible to link the target span to a sense in a dictionary.

Word Sense Disambiguation Differently from Definition Modeling, Word Sense Disambiguation is a long-standing task in NLP [Navigli, 2009], which aims at assigning each content word in a text to its most suitable meaning drawn from a sense inventory. Approaches to this task are either knowledge-based, such as graph and heuristic-driven algorithms [Maru et al., 2019], or supervised, such as neural networks [Bevilacqua and Navigli, 2020; Blevins and Zettlemoyer, 2020]. Knowledge-based approaches rely on lexical-semantic knowledge bases, and, in general, perform worse than their supervised counterparts. These latter, indeed, consistently attain state-of-the-art results thanks to their ability to learn from data. Nevertheless, their results are still limited by the lack of large-scale sense-annotated corpora: currently-used datasets cover less than 20% of the senses in WordNet, i.e., the de facto standard sense inventory of English.

Automatically-generated Data for WSD Since supervised approaches show better performance in general, several efforts have been put into creating sense-annotated corpora automatically. OMSTI [Taghipour and Ng, 2015] exploited human annotations of Chinese senses within a parallel corpus to automatically disambiguate their corresponding English sentences. MuLaN [Barba et al., 2020] also employed human annotations, but focused on producing data in languages other than English by relying on a cross-lingual sentence retrieval step to project English annotations potentially to hundreds of languages. Conversely, OneSec [Scarlini et al., 2019] does not require manually-annotated data, but instead leverages the information within a knowledge base and in Wikipedia to produce sense-tagged data.

To the best of our knowledge, this work is the first to formulate the Exemplification Modeling (ExMod) task, i.e., the task of generating example sentences given one or more sense definitions. ExMod is similar in its generative nature to Definition Modeling, however, its goal is to provide usage examples of selected word meanings, rather than defining words in contexts. As a by-product, the proposed architecture for the task (ExMaker) can generate data to train models for the Word Sense Disambiguation problem. Despite not being the main goal of this work, our approach is novel in comparison to other methods for creating silver data. Indeed, ExMaker generates examples ex novo and on demand, while all the other systems tag already-existing sentences.

6 Conclusions

In this work, we introduced the new task of Exemplification Modeling (ExMod), aimed at generating a usage example for a given set of words with their definitions. We showed that the task can be tackled by means of an encoder-decoder architecture (ExMaker) trained on already-available data for Word Sense Disambiguation (WSD). Human evaluation showed that the examples produced can be confused with those drawn from a manually-curated corpus as they are fluent and semantically-coherent with the input. Finally, we proposed an in vivo evaluation to measure the performance of systems for the ExMod task automatically. This was based on the supervised WSD task, where the examples generated for the ExMod task could be used to train a WSD model. Results show that the examples provided by ExMaker lead WSD models to attain better performance than when using manually-tagged data only, while, at the same time, paving the way towards a full-fledged generative approach for data augmentation in Word Sense Disambiguation.

As future work we plan to expand the generation of examples on languages other than English and to enlarge the number of input senses that the architecture can handle. We release the software, all data and the annotation guidelines for the human-evaluation task at https://github.com/SapienzaNLP/exmod.
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A WNG Filtering
We perform a mild filtering over the examples in WordNet, enforcing reasonable minimum length and structure. In particular, we discard examples:

- that are shorter than 4 tokens;
- that do not contain at least 1 noun and 1 verb.

Furthermore, as the exact span where the sense occurs in a given example is not specified, we search for it looking for a span whose lemma is equal to that of the sense; should this search operation fail, we discard the whole example.

B ARES-score

B.1 Validation Split
To build the validation sets that we use for the ARES-score, we exploit the lexical resources SyntagNet [Maru et al., 2019] for both $k=1$ and $k=2$. As for $k=1$, we generate 3 groups of instances, each amounting to 100 elements, by randomly sampling from SyntagNet senses that are MFS, LFS and Unseen, respectively. As for $k=2$, we build the following groups of senses:

- Senses that are jointly seen in the gold training set and that are both MFS;
- MFS senses that are seen in the gold training set, but never together;
- senses that are jointly seen in the gold training set and with either of them LFS;
- senses that are seen in the gold training set, but never together, with either of them LFS;
- senses that are jointly seen in the gold training set and that are both LFS;
- senses that are seen in the gold training set, but never together, that are both LFS;
- senses with either one of them unseen in the training set and the other MFS;
- senses with either one of them unseen in the training set and the other LFS;
- senses that are unseen in the training set.

We extract, by random sampling from SyntagNet, 60 pairs for each group, resulting in a validation set for $k=2$ of 540 instances.

B.2 Comparison with Cross-Entropy Loss
Our choice of the ARES-score as the model selection strategy, was mostly motivated by theoretical concerns and we defer a more formal and thorough analysis of its appropriateness in the context of EXMOD for future work. Nonetheless, we compare, in Table 3, how EXMAKER, trained as depicted in task 5, fares i) when considering ARES as the development strategy, and ii) when considering, instead, the more common cross-entropy loss over a held-out sample of data as model selection strategies. Reported scores are on SemEval-2007.

C WSD Reference Model Training
In Table 4 we describe the hyperparameters we used to train the Word Sense Disambiguation model.

D Qualitative Analysis Guideline
We employed a five-levels Likert scale for both the annotation tasks. We report an excerpt of the two tasks, together with the guidelines released to the annotators, in Table 5 and Table 6 for the fluency and coherence evaluation, respectively.

E EXMAKER Exemplification Samples
In Table 7 we show samples that were annotated in the qualitative analysis produced by the EXMAKER system described in Task 5.
To break the *uncomfortable* silence, Haney began to talk.

uncomfortable: conducive to or feeling mental discomfort.

1 Wrong. The sentence does not use the given lemma.
2 Wrong. The sentence uses the given lemma in one of its senses, but not the one given as input.
3 Neutral. The sentence uses the given lemma in an ambiguous context. It is not possible to determine whether the sense is the one specified in the gloss or not.
4 Correct. The sentence uses the given lemma in a sense that is close to the one given in input.
5 Correct. The sentence uses the lemma with the given sense.

Table 6: An excerpt of the semantic coherence annotation task. The sentence is provided with a target *lemma* and its gloss from WordNet (first row). Then, for each Likert score (left column) there is a brief explanation on how to assign it (right column).

Table 7: Example outputs that EXMAKER generates for $k \in \{1, 2, 3\}$. For improved readability, we use curly brackets as the highlighting markers.