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Abstract—Process mining methods allow analysts to use logs of historical executions of business processes in order to gain knowledge about the actual behavior of these processes. One of the most widely studied process mining operations is automated process discovery. An event log is taken as input by an automated process discovery method and produces a business process model as output that captures the control-flow relations between tasks that are described by the event log. In this setting, this paper provides a systematic comparative evaluation of existing implementations of automated process discovery methods with domain experts by using a real-life event log extracted from an international software engineering company and four quality metrics: understandability, correctness, precision, and usefulness. The evaluation results highlight gaps and unexplored trade-offs in the field and allow researchers to improve the lacks in the automated process discovery methods in terms of usability of process discovery techniques in industry.

I. INTRODUCTION

Today’s competitive business environment combined with digital technologies pose a choice to companies, namely to improve or fade away. To improve, they need to increase the efficiencies of their business processes. For decades, analysts have relied on manually modeling the processes and analyzing them so to identify improvement opportunities. Nowadays, by combining business process thinking and data analytics into process mining techniques, companies are in a position to take process analysis and improvement to new levels.

According to [1], process mining can be divided into three main branches, process discovery [2]–[4], conformance checking [5]–[9] and process enhancement [10]–[13]. Process discovery has been and remains the most common and widely studied use case [1]. With an event log (capturing unique case ids, activities, and timestamps) as input, every process discovery method produces a business process model. Over the past decade, impressive advancements have been made in this field [1]. Despite this, automated process discovery methods suffer from two recurrent deficiencies when applied to real-life logs [14]: (i) they produce large and spaghetti-like models; and (ii) they produce models that do not manage to find the right trade-off of the four quality metrics [15]: fitness, generalization, precision, and simplicity. If such models are difficult to understand or perceived as imprecise, they fail to become the valuable tool they are designed to be.

The evaluation of discovery algorithms is generally done by using logs (most commonly real-life industry logs) where the generated models are assessed using different metrics. Nonetheless, the models are rarely evaluated by the process participants or domain experts. In the majority of process mining works [1], the quality of models is often measured from a very theoretical point of view completely ignoring the end user of the techniques developed. In this paper, we aim at focusing on a different form of model evaluation.

In light of this, we seek to investigate how domain experts view and perceive process models produced by process discovery algorithms. To the best of our knowledge, the only work similar to ours is the recent preprint published by Bru and Claes [16], which evaluates the quality of process discovery tools (in terms of intuitiveness of the user interface, amount of available features, price, etc.) on the basis of the perceptions of the end users. However, in [16], an analysis of the perceived quality of the models produced by such tools is neglected.

The research question of this paper is therefore “which discovery algorithm is perceived as the best one by domain experts?” This question is answered referring to the specific case of a software engineering company developing ERP software. In so doing, relying on a systematic literature review we published in 2019 [4], we have first identified the main discovery algorithms available today. Then, we applied a selection of such algorithms on an event log recorded by the issue tracking system of the company under examination. The models produced were then evaluated using surveys and interviews with the domain experts of that company.

The rest of the paper is structured as follows. Section II briefly presents the structure and results of the systematic literature review, whose findings have been used to select the approaches used for the evaluation. Section III discusses set up and methodology of the evaluation, while Sections IV and V discuss evaluation results and threats to validity. Finally, Section VI concludes the paper and spells out directions for future work.
II. SYSTEMATIC LITERATURE REVIEW

In order to identify relevant studies and methods related to process discovery, we conducted a Systematic Literature Review (SLR) through a rigorous and replicable approach as specified by Kitchenham [17]. In this paper, we briefly present the major steps of our SLR and the most interesting results derived from its enactment. For a detailed discussion, interested readers can refer to [4].

1) Formulation of the research questions. We scoped the search by formulating five research questions aimed at: (i) identifying existing studies proposing methods to perform process discovery; (ii) categorizing the output of a method based on the type of process model discovered (i.e., imperative, declarative or hybrid), and the specific language employed (e.g., Petri nets, BPMN, Declare); (iii) delving into the specific language constructs supported by a method (e.g., exclusive choice, parallelism, loops); (iv) exploring what tool support the different methods have; and (v) investigating how the methods have been evaluated.

2) Search strings definition and data sources selection. Next, we defined four search strings by building combinations of the following keywords: (i) “process discovery”; (ii) “workflow discovery”; (iii) “process learning”; and (iv) “workflow learning”. We applied each search string to seven popular academic databases: Scopus, Web of Science, IEEE Xplore, ACM Digital Library, SpringerLink, ScienceDirect and Google Scholar, and retrieved studies based on the occurrence of one of the search strings in the title, the keywords or the abstract of a paper. The search was completed in December 2017.

3) Definition of inclusion criteria. To ensure an unbiased selection of relevant studies, we defined inclusion criteria, which allowed us to retain studies that: (i) propose a method for process discovery from event logs; (ii) propose a method that has been implemented and evaluated; (iii) are peer-reviewed, written in English and published in 2011 or later (earlier studies were evaluated by De Weerdt in [14]).

4) Study selection. We analyzed title, abstract, introduction, conclusion and evaluation of the potential relevant studies obtained by the search strings in order to exclude those ones that were clearly not compliant with the inclusion criteria. As a result, we found 86 studies matching all the inclusion criteria. However, many of these studies refer to the same process discovery method, i.e., some studies are either extensions or optimizations of other studies. For such reason, we decided to group the studies by either the last version or the most general one. At the end of this process, 35 main groups of discovery methods were identified.

5) Study classification. Driven by the research questions, we also classified the methods underlying these studies on the basis of the following dimensions: (i) model type (procedural, declarative, hybrid) and language supported (e.g., Petri nets, BPMN, Declare); (ii) semantics captured in procedural models (e.g., parallelism, exclusive/inclusive choice and loops); (iii) type of implementation (standalone or plug-in) and tool accessibility; (iv) type of evaluation data (real-life, synthetic or artificial logs); and (v) domain of application (e.g., insurance, banking, healthcare, etc.). Collectively, this information is summarized in Table 2 of [4], where each entry refers to the main study of the 35 groups found.

III. METHODOLOGY AND EVALUATION

In this section, we describe set up and method of our evaluation. In Section III-A, we give a general description of the log and specify the list of miners used. In Section III-B, we describe the preprocessing applied to the original log to create a refined dataset to be used for model discovery. In Section III-C, we specify the setup for the user evaluation. In Section III-D, we present the instruments for conducting our statistical analysis.

A. Experimental setting

In our evaluation, we used a log recorded by the issue tracking system of a company developing ERP software. The log contains data spanning over one year. It has 52,629 events and 5,551 cases. The log contains information that is used for functional enhancement and bug fixing. The original dataset does not contain explicit information about the activities performed. Therefore, in Section III-B, we describe how this information was extracted from the original log to make it suitable for process discovery. After applying this procedure, 29 unique activities were identified.

In the evaluation, we used a selection of the methods surveyed in [4] (see also Section II). Assessing all the methods that resulted from the literature review would not be possible due to the heterogeneous nature of the outputs produced. Hence, we decided to focus on the largest subset of comparable methods. The methods considered were the ones satisfying the following criteria:

- an implementation of the method is publicly accessible;
- the output of the method is a BPMN model or a model seamlessly convertible into BPMN (i.e., process trees and Petri nets).

The second criterion is a requirement dictated by the fact that the evaluation was performed with business users from industry, which are often non-expert of the technical base formalisms used in the BPM field. Using these criteria, the following miners were identified:

- alphaS-algorithm [18], which can discover invisible tasks involved in non-free-choice constructs. The algorithm is an extension of the well-known α algorithm, one of the very first algorithms for automated process discovery, originally presented in [2].
- BPMN Miner [19], which is a method for the automated discovery of BPMN models containing sub-processes, activity markers such as multi-instance and loops, and interrupting and non-interrupting boundary events (to model exception handling). The method is robust to noise in event logs.
- Causal Net Miner [20], which encodes causal relations gathered from an event log and, if available, from a
background knowledge in terms of precedence constraints over the topology of the resulting process model. The discovery algorithm is formulated in terms of reasoning problems over precedence constraints.

- **Evolutionary Tree Miner** [21], which is based on a genetic algorithm that allows the user to drive the discovery process based on preferences with respect to the four quality dimensions of the discovered model: fitness, precision, generalization and complexity.

- **Hybrid ILP Miner** [22], [23], which is based on hybrid variable-based regions. Through hybrid variable-based regions, it is possible to vary the number of variables used within the ILP (Integer Linear Programming) problems used to discover the process model. Using a different number of variables has an impact on the average computation time for solving the ILP problem.

- **Heuristics Miner** [24], [25], which is a method that can discover process models containing non-trivial constructs, but with a low degree of block-structuredness. At the same time, the method can cope well with noise in event logs.

- **Inductive Miner** [26], [27], which is based on the extraction of process trees from an event log. It efficiently drops infrequent behavior, still ensuring that the discovered model is behaviorally correct (sound) and highly fitting.

- **Structured Miner** [28], which is an improvement of the Heuristics Miner algorithm that separates the objective of producing accurate models from that of ensuring their structuredness and soundness. Instead of directly discovering a structured process model, the approach first discovers accurate, possibly unstructured (and unsound) process models, and then transforms the resulting process model into a structured (and sound) one.

B. From the event log to the process models

As mentioned in section III-A, the log was preprocessed for the evaluation. The activities were not explicitly recorded in the log, but the information about the actors/process participants was. By using the role of the actors, such as EE Senior Coder, the activity could be deduced. This step was conducted together with the company to ensure that the activities were correctly captured.

When applying the identified methods to the original log, all the BPMN models discovered were highly complex and spaghetti-like. In TABLE I, we show the metrics measuring the complexity of the models discovered from the original log. In particular, size is the number of nodes, CNC is the Coefficient of Network Connectivity (CNC), i.e., the ratio between the number of arcs and the number of nodes and density is the ratio between the actual number of arcs and the maximum possible number of arcs in any model with the same number of nodes.

To improve the understandability of the models, we decided to filter the original log to isolate frequent behaviors. In particular, we created nine separate logs ranging from a log containing all behavior, to a log containing the behavior shared by at least 2 cases up to a log containing the behavior shared by at least 9 cases. These logs were then used to produce a BPMN model. In TABLE II, we show the metrics measuring the complexity of the models discovered from the log containing the behavior shared by at least 9 cases. For the user evaluation, we decided to select three models for two reasons.

- First, we wanted to avoid getting meaningless results due to relatively low amount of participants. If we would have more than three models, the answers could be distributed in a way where it would not be possible to make any statistically strong conclusions.

- Second, we discarded models that were either flower models or spaghetti-like.

In particular, we selected the BPMN model mined by the Evolutionary Tree Miner represented in Fig. 1 (which is the model with the lowest CNC and density). The other two models chosen were the one obtained by the Structured Miner shown in Fig.2 and the one generated by the Inductive Miner shown in Fig.3 These two models are the smallest after the one generated by the BPMN Miner that was discarded since, even if very simple, was very imprecise (a flower model allowing any behavior). For anonymization purposes during the evaluation, we referred to the Evolutionary Tree Miner as model A, the Structured Miner as model B, and the Inductive Miner as model C.

C. Evaluation set-up

The evaluation was conducted in two steps both of which involved the domain experts of the company. In particular, the group of experts included employees from the development teams, product managers, testers, documenters, and all the team leads. In total, 18 domain experts participated in the survey which constitute 72% of the process participants at the company (excluding the administrative staff). In the first
step, the participants were given a printed copy of the models and asked to fill out a questionnaire (via Google Forms). The questions asked concerned their familiarity with process models and the time spent working with such models over the past 12 months. In addition, they were asked to compare the models based on different process model quality metrics. Each question was provided in three variants A, B and C representing the specific miner used to create the model. Questions were evaluated using a 7-point Likert scale. The questions asked were the following:

1) Rate how easy it is for you to understand the process model (1 means very difficult, 7 means very easy).
2) Take one path and follow it from the beginning to the end. Rate how easy it is for you to follow your chosen path (1 means very difficult, 7 means very easy).
3) Rate how easy it is for you to distinguish the paths in the model (1 means very difficult, 7 means very easy).
4) Can you recognize any portions of the process you work with in the model? (1 means not at all, 7 means yes, clearly, everything is there).
5) In your estimation, rate how well the model describes your process (1 means that the model is too specific so to exclude some paths that are possible in reality, 7 means that the model is too general so to allow process paths that are not possible in reality).
6) If you were asked to improve your business process, do you find the model useful for this purpose? (1 means useless, 7 means very useful).

The questions correspond to the following process model quality metrics:

- **understandability** - Questions 1, 2 and 3
- **correctness** - Question 4
- **precision** - Question 5
- **usefulness** - Question 6

In the second step, we carried out a workshop. It was performed in an open form allowing participants to discuss and express their perceptions and to offer qualitative feedback about the models. The discussions did not follow a strict structure, but we used the following targeted questions to moderate the workshop.

- What models are the best ones? Why?
- How did the models look like in general?
- Did the models fulfill your expectations?
- What is missing in the models?
- What could be improved?
Fig. 2. BPMN model mined by Structured Miner (model B)

Fig. 3. BPMN model mined by Inductive Miner (model C)
• Would you consider using the discovery algorithms under examination in your company? And automated process discovery in general?

D. Description of statistical analysis instruments

Using statistical analysis, we want to discover if there are any differences in the ratings given by the domain experts to the models. The data analysis was conducted with the free software R. The answers of the questionnaire were extracted from the Google Forms and formatted to match the input format required by R. Since 3 questions correspond to the quality metric understandability, for each model, we derived the general rating corresponding to this dimension by averaging over the values obtained for the 3 questions. We conducted the statistical analysis over the 3 groups model A, model B, and model C, each consisting of 4 subgroups, one for each quality metric. We formulated the following hypotheses:

• The null hypothesis: There is no difference in the mean ratings of the models.
• The experimental hypothesis: There is at least one model that is different from the others.

The hypotheses were tested using two-way ANOVA. Assuming the independence of the observations, to apply the ANOVA test, it was necessary to verify that the residuals are normally distributed and have the same variance (homogeneity of variances) for each combination of the groups. The normality assumption was assessed using the Shapiro-Wilk test and QQ-plots, while the homogeneity of variances was assessed with the Levene’s test. Violin plots were used to represent the results. A violin plot is a method of plotting numeric data including a marker for specifying the median of the data and a box indicating the interquartile range. Overlaid on this box plot there is a kernel density estimation, which is a non-parametric way to estimate the probability density function of a random variable.

IV. Evaluation results

The research question we want to answer is how discovery algorithms are perceived by the domain experts from the software engineering company undergoing examination. To answer this question, in this section, we describe the results obtained in the two steps of the survey conducted with the domain experts from the company undergoing examination, i.e., the results coming from the questionnaire (Section IV-A) and the ones gathered during the workshop (Section IV-B).

A. Questionnaire Results

Table III summarizes the mean values of the ratings given by the domain experts to the models for all the dimensions under examination. The violin plots obtained from the first 3 questions about understandability are shown in Fig. 4. Question 1, Rate how easy it is for you to understand the process model, has a mean of 3.28 for model A and 4.72 for models B and C. For what concerns question 2, Take one path and follow it from the beginning to the end. Rate how easy it is for you to follow your chosen path, model A has the lowest mean value of 3.61, then model B with 5.11 and model C with the highest mean value of 5.39. The mean values for question 3, Rate how easy it is for you to distinguish the paths in the model, are 3.22 for model A, 5.39 for model B, and 5.22 for model C. To summarize, model A is perceived as the least understandable for all three questions, whereas models B and C are comparable.

Fig. 5 shows the violin plots in terms of perceived correctness of the discovered models, which was investigated with question 4, Can you recognize any portions of the process you work with in the model? The perceived correctness of the three models is comparable with a slight preference for model C over B and A. In particular, the interquartile range and density are better for model C and this is also reflected in the mean values, which are 4.11, 4.89 and 5.28 for models A, B and C, respectively.

Fig. 6 shows the violin plots for question 5, In your estimation, rate how well the model describes your process, concerning precision. As can be seen from the figure, the interquartile ranges for models A and B are very similar (and both have a mean value of 4.44), whereas the results for model C show a different distribution of responses. Considering the distribution of the respondents results for model C (with a mean value of 5.22), it seems that model C is perceived to be more general as compared to model A and B.

The final question aimed at assessing the perceived usefulness. As processes are often discovered for process enhance-
The hypotheses were tested using two-way ANOVA that rejected the null hypothesis (p-value of 9.297e-07) and confirmed that there is at least one model that is different from the others. Therefore, we performed the Tukey HSD test to check the models pairwise and discover statistically significant differences. The result was that there is a statistically significant difference between model A and model B and between model A and model C. However, we could not conclude that there is a statistically significant difference between models B and C.

B. Workshop Results

After the survey, we engaged in discussions with the domain experts about the different models. The discussions were semi-structured and a set of topical questions were asked (listed in Section III-C). It should be noted that the discussions were not about usefulness of process discovery techniques in general. Rather, the aim of the discussions was to better understand how the domain experts perceived the generated models.

The most common observation mentioned by the domain experts concerned the possibility of overlaying the models with additional information. Adding information about path frequency, frequency of activities, and performance metrics would improve the usability and the understandability of the models considerably. The reasons were that such information would allow distinguishing most commonly executed paths, deviations, frequency of deviations and execution times thus adding significant value when using the models for process improvement. The experts also noted that in model A and C, it is possible to reach the end of the process without passing through any activity. As such, since there are no empty traces in the log, it would be relevant to compare the discovered models with the log to see which paths shown in the model are actually present in the log.

It was also noted that the models could be made simpler by providing the user with the possibility of hiding infrequent paths. Furthermore, the domain experts shared that the models contained more gateways than perceived necessary. In this regard, they also saw the need of annotating the gateways with routing probabilities. Using routing probabilities, the number of gateways could be reduced by hiding branches that are taken less frequently. Finally, several experts mentioned that the understandability of the models could be improved by introducing sub-processes. The gradually growing consensus was that the models were fairly accurate, they did capture most of the processes existing in the company, and that model C best reflected the company’s everyday work.

C. Summary

Taking all four aspects considered in the comparative evaluation, we note that model B and C are perceived as better as compared to model A. The number of nodes of model A (84) is clearly above the threshold suggested by the literature [29], [30] to ensure understandability. It is therefore not surprising that domain experts found this model to be the least understandable. In regards to correctness, precision and usefulness, the domain experts clearly favor model B and C.
over model A. While the values for model C are slightly higher than for B, their difference is not statistically significant.

During the workshop, the domain experts expressed the usefulness of the discovery techniques for understanding the current state of a business process, but wished to see simpler models enhanced with additional information about path frequencies and performance. It should be noted that commercial products for process discovery such as Discoootnote{https://fluxicon.com/disco/}, Celonisootnote{https://www.celonis.com} and recently also the open source tool Apromoreootnote{http://apromore.org/} do provide simpler models, overlay the models with frequency and performance information, and allow for filtering based on frequencies of activities and paths.

V. Threats to Validity

The evaluation of our study has some threats to validity. The main one is about external validity, i.e., the extent by which the findings can be generalized beyond the scope of the study [31]. The specific environment in which the evaluation was conducted and the use of one process model do not constitute sufficient base to draw conclusions about the goodness of the discovery algorithms under analysis. Given this limitation, our discussions should be considered as indicative observations rather than conclusive statements.

Secondly, as explained in Section III, we decided to restrict the comparison to three models to ensure that statistically strong conclusions can be made. To achieve this, we discarded models that were either flower models or spaghetti-like. Of course, this does not mean that such discarded models do not reflect the real complex behavior of the recorded process, but just that such kind of models are in general too complex to be evaluated and understood by end users [32].

Another threat to validity is about construct validity. Construct validity considers the extent by which the perception of the domain experts in regards to the quality measures matches what the study wants to evaluate [33]. This threat to validity was mitigated by employing prolonged involvement [31]. Prolonged involvement guarantees a trustful relation between the researchers and the organization. In this case, one of the authors have had collaboration with the company extending over three years prior to conducting this study. The prolonged involvement built trust that motivated participants to spend more time on providing data and feedback. Furthermore, the prolonged involvement also allowed for a better understanding of how participants interpreted the various terms used in the evaluation.

Finally, we employed triangulation [34] to improve the reliability of the results, i.e., we used data from different sources. In our study, we collected evaluation data from both surveys and group interviews.

VI. Conclusion

This paper has presented a comparative evaluation of existing implementations of automated process discovery methods using a real-life event log from an international software engineering company. From our analysis, we discovered that domain experts found the Inductive Miner (model C) and the Structured Miner (model B) to be the best ones. The discussions with the experts suggested that showing path frequencies, routing probabilities, and time performance in the models would represent a significant added value that would help them in finding improvement opportunities.

As future work, we are going to perform a more robust evaluation tackling all the weaknesses listed in Section IV. In addition, we aim at extending our analysis to commercial process mining tools (e.g., Disco, Celonis, etc.), which have been discarded in this paper since they do not produce BPMN models in output (they usually discover directly-follows graphs, thus violating the first cut-off criterion discussed in Section III-A). In this regard, the functionality recently introduced in Apromore to translate a directly-follows graph into BPMN and vice versa could support our investigation.
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