Decisioni Razionali ©Fiora Pirri



inizio

&

A

& Utilita’

A

< Utilita’ Attesa

A

{ Lotterie

Decisioni Razionali ©Fiora Pirri



Teoria delle decisioni

Le decisioni si prendono in competizione con la natura: soggetto (persona, agente,
robot) verso la natura. La natura & indifferente al risultato.

Teoria dei giochi

Le decisioni si prendono in competi
della decisione dipende da ciascun
risultato.
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zione con un altro soggetto, opponente. |l risultato
giocatore, entrambi i giocatori sono interessati al



A, dove A & I'insieme delle possibili azioni
i xr

che si basano sull’osservazione di un insieme di variabili atorie X.

2. La distribuzione di probabilita delle variabili x € X, che dipende da un parametro
s € s che & lo stato della natura.
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Vogiilamo determinare ia quantita che massimizza ii profitto.

0.2

Probabilita

1. ll costo di acquisto di un giornale & di 80 centesimi.
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ali’azione.
un risultato di cui si conosce la distribuzione di probabilita (es. immissione di un

prodotto sul mercato, scommesse, la maggioranza dei giochi).

e Decisioni basate su condizioni di certezza, quando ogni azione (strategia) porta

Le decisioni sono classificate rispetto alla relazione tra azione ed esiti, cioe lo stato della
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Frank Knight (Risk, Uncertainty and Profit. 1921) ha proposto una distinzione fra
vicrhin o incartaroa hacatra ol cagiiante ~rancatta:
FIDUIHV © NILCTTILCZZAd Ddodld oSUl STEUCIHILT LUTILTLLU.

| "limn~artagoa i rifariceca o citiiaziant im ~11 PalantrAaviadsd nmam mns accare Aafinida tn +armaint

L ITILETLCLLd O1 THTIHIOLE d SILUAZIVIIT TTT CUT T dITdLUTITLd TIVIT PUU TOOCTT UCTTHITHLA T LET T

A 1ina nrahAakilidX Accagnata alllavants

Ul ulla probdauvillita dooCEIlIdld dil TVCIILU.

Keynes in The General Theory of Employment”, Quarterly Journal of Economics, Vol

51, 1937, p.209-23. scrive:

"Ry frincartain’ baawdladsa ot mma avnlain 1 A nAatr mann mearvalhy +a Aictinginich hnat ic
LYy UliLTiidlll RITUWITURT, ICTL TTIT TApPIdITT, 1T UV 1HIUL THCdll THCICly LU UlsLiiguiail wildl 1o

known for certain from what is only probable. The game of roulette is not subject, in

this sense, to uncertainty... The sense in which | am using the term is that in which the

prospect of a European war is uncertain, or the price of copper and the rate of interest

twenty years hence...About these matters there is no scientific basis on which to form
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N x K. Ciascun valore specifica la relazione azione-

-y Sk-

li stati p(S‘)

.Uy .
(=

o/

1y -

0 o
> NI
L N |00 |00
[Tg]
w|o|lm
O |
ooy ||
wolo
s (O | NN ™
oo |ov |
~~
=
o
w O O[O
~— <t (O
o) o oo |0 |
o
[l
(3]
= olo|o
Q oo oy | AN
)] |~ oo
AT
2
e
QN[O | T
NN N2
N1l e
eledleaat

7
7

(d) Matrice di payoff M
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Le decisioni si basano suila massimizzazione del valore atteso:

(b) Stati di natura sy, ..
(c) Probabilita sug

(a) Azioni aq
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Vincita | Perdita
0.5 0.5
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Il guadagno atteso & (1000 x 0.5+ 0 x 0.5) — 100 = 400. Coincide con il massimo

oriny
gua

La decisione di puntare (es. rosso alla roulette) dipende da varie circostanze:

. Condizioni economiche iniziali.

[y

2. Quante volte & uscito il nero durante la giornata ( influenzerebbe la probabilita
degli stati?)

W

. Il rammarico di non avere puntato se poi esce rosso.

4. Le vincite pregresse

_U'I

Queste circostanze indicano la propensione soggettiva al rischio.
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Generalizzando: il valore monetario atteso di una scomessa che ha guadagno X con
Y7/ YN\

[
una distribuzione cumulativa F'(z) = P(X < z) & dato da EV(X) = A xdF(x),
JU

quindi il premio, cioé quanto si & disposti a scommettere & un valore inferiore a EV ().

Daniel Bernoulli, sulla base di una indicazione del fratello Nicolas, mostro (1738) che
la funzione EV(X) non & necessariamente convergente. Quindi introdusse il seguente
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1) hanno mostrato che l'ipotesi di Bernoulli era ad hoc, e non & sufficiente per risolvere

. "o . . . .
i gioca sulla potenza 22" in modo che il logaritmo dia sempre

| esempi (si

Tuttavia divers
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Daniel Bernoulli’s (1738) introduce il concetto di utilita attesa che decompone la val-
utazione del rischio come:

Somma delle utilita degli esiti pesate con le probabilita degli esiti stessi.

John von Neumann e Qskar Morgenstern in Theory of Games and Economic Behavior

J
(1944) introducono un metodo aSS|omat|co per una teoria delle decisioni basata su
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La teoria dell’utilita (I'ipotesi relativa all’utilita attesa) fu formulata dopo Bernoulli, da
John von Neumann e Oskar Morgenstern (1944). N e M hanno assiomatizzato la teoria
dell’utilita introducendo il concetto di lotteria.

Sia X = {x1,x9,...,2x,} un insieme di esiti di una prova, e sia A(X) I'insieme delle
misure di probabilita su X.

Per ogni A € A(X) e ogni funzione f : X — g, il valore atteso di X e:
ENf(x)] = 22 M) f (i)

Ciascun A € A(X) & una lotteria.

Prima di introdurre gli assiomi di von Neumann e Morgenstern che comportano un

Ardina antA ¢ /\/Y\ intradiiciama 1ina lat+aria ~rAMAa 11inA n_llnl—\
vidiiialliciitw s>u L\k/x} IHniLtrouduLCiIdalliiv ulia 1vULLCiliia LUIllIC ulia 11 u}Jld
A1) 41 P\t )y in)

dove ciascun p(x;) & una probabilita, cioé:
Yip(zi) =1 e p(z;) 20

Quindi una lotteria definisce una funzione di probabilita p(xz) = P(X = ;) finita, visto
che una lotteria & finita.
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Combinando i risultati delie due lotterie, Ia lotteria composta si ottiene combinando
iinearmente i vaiori deiie lotterie che denotano i1 risultati della lotteria iniziale. Se le

nar rincriin ricnlFata 7 ~Aan nrahahilidd rnZ

PED ClastUull TisuitalL ¢, Lo probduilita U, ... UL

nelle lotterie [1, ...,

la combinazione lineare per il risultato i-esimo &

le; = an(py) + ..+ ax(p})
davae ~. & la nrahahilita Adalla lattaria dJ_acima {nal nactra scamnin vy — ve — (1} Y a
UUVCe (b © 1d prOldiiiitd UChHd 10ULLCTHId J=Coiliid \TIC NUSLIV CoCiiipiv , ] 9 v.Jj ©
per k lotterie

K

>oa;=1

)
(Al ad ccamnin ca rancidarvinmma il vicons IHatrn D nalla lattavia ], o ] ahhinnA~
LUDI dU CDCIII}JIU holw bUIIDIUCIIdIIIU II IIDUILdLU £ 1ITHT TVLLTTIT ¢] © (2 avvidlliv

le; = 0.5(0.2) + 0.5(0.6) = 0.4

Quindi [a lotteria 7 ottenuta dalla combinazione di [; e [ &

(0.25,0;0.15,1;0.4,2;0.2; 3).
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PN [ 1 A o o
Ordinamento e Assiomil su A(x)
Notazione
Siano Ly, L € A(X)
Ly > Ly Ly €' preferito a Ly
Lo~ L, indifferenza tra Ly e L,
Lo % Iy L1 non e’ preferito a Ly
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Siano A, B,C € A(X).

(A= B)V (B> A)V (A~ B)

ransitivita’
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A1-A2 definiscono una preferenza ordinata totalmente su A
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A3. Continuita (Assioma di Archimede)
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A~B = [p,A; 1 —p,C| ~|p,B;1—p,C|
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rh1 ° 1
Yeorema dil von Neumann e Morgensterr

A LA ALAALCA 4 U LVARJL S LS

Teorema 1 (Ramsey, 1926'; von Neumann e Morgenstern, 1944):
Sia > una relazione su A(X), un sottoinsieme convesso di uno spazio lineare.
> soddisfa gli assiomi (Transitivita, Linearita, Continuita e Sostituibilita)

se e solo se esite una funzione a valori reali:

U:A(X)— R

tale che VA, B € A(X):

A

%%
AZ Be E4U] > EplU] & X pa)U(z) > Y p(y)U(y)
€A yeB

Anrarma O S nouewuv A fiimzinnt A l

T
180reéimd « o5idaino U € U aue IUIILIUIII ai ULI
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Se un agente ha delle preferenze che sono definite tramite le |otteriei allora esiste

una funzione di utilita U : A(X) — R che assegna una utilita a ciascuna lotteria A in
A(X) che rappresenta tale preferenza.

X = {10euro, 0curo}
Consideriamo due lotterie, L1 e Ls:

in Ly vinci 10 euro con probabilita 0.9, ed in Ls ricevi 10 euro con probabilita 0.4:

Verifichiamo la rappresentazione della preferenza, con U(x) = x

Decisioni Razionali ©Fiora Pirri 22



1 = (10euro,0.9; Oeuro,0.1) Ly = (10euro, 0.4; Ocuro, 0.6)

Qui
Ly Lo
sse EU(Ly) > FU(Ly)
sse  EU([10,0.9;0,0.1]) > EU([lO 0 6- 0,0.4])
sse  Yoer, P(@)U(35) = Yaer, p{xi)U(x;)
sse (10x0.9+0x0.1)>(10x0.64+0 x 0.4)

Decisioni Razionali ©Fiora Pirri
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- e [ ] e
Le preterenze SONO razionalil
Immaginiamo un agente che non accetta |'assioma della transitivita'. Vediamo che e’
naturalmente portato a perdere soldi.
Se B » (), allora I'agente che possiede C A
) ’ ' 5 =P T = /71'1 \
e disposto a pagare per esempio 1000 lire / N _
e o) 100# lire \ 1000 lire
[JE[ OLLEelNecre o. I \
| \
CA A o D 'asxantan ~bha bha D A" AicrAct~ A l .l
SO A~ D, | dsCIILC Clic 11da 1o © UID'JUDLU d \ y
nacsara TNNN liva ~ar Attanara A D 7
pdsdlc LUUU TIITC }JCI VULLCIICIT /1. D L/
A
N 1 1 A ' \ /
gente che ha A ¢’ dis- S—

Denfavam—on razi~nnl mamlimam n rAaranmAarkarnanta ramianmala ~Alha o miiAT Aacviviara i
I ITITITIHLT TdZ1VUTIdIl TTHTPHAATITV Ul COTTTPUTNLAITITIHITILL TdZIVTTdIT UTHTE 31 puu UTOLUTiverc Ill
termini di massimizzazione dell’ utilita’ aspettata

Violare questi assiomi porta inevitabilmente ad un comportamento irrazionale
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slamo sempre razionali

Ly = [0.8,4000: 0.2, 0]

Secondo la funzione di

Ly = [1,3000;0, 0]

utilita U(x) = x, e l'utilita attesa, la preferenza razionale &:

Li>Ls =08 x40004+0.2x0>1x3000+0x0

AN~ 3YaYaYa

Decisioni Razionali ©Fiora Pirri
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A 20001 UATCT LIAL OU v LudL

MNata Ia cactitiiihiliys A oAb ren nAa latravrin Arhiamainmas canariceamianta n Acida

L/dld Id DSULSLILUIDITILA Ul Ull TOILU LUIl Ulla 1uLLCiia, Cllialilliidinw SC ITIHILAITITIILT Ull CTOILL

stato

Esempio:

dell’agente. Su quale base I'agente puo’ decidere tra s e la lotteria L = (p, s1, 5¢)?

Sia sq il peggior stato possibile e s; il miglior stato possibile. Sia s lo stato attuale

e s # sy: I'agente dovrebbe razionalmente scegliere s rispetto a L = (p, s1, o) se
p(s1) = 0. Se s = s, I'agente & gia nel peggior stato: gli basta p > 0 per cambiare
stato e, quindi, se p > 0 deve preferire L.

e s # s1, I'agente dovrebbe razionalmente scegliere L. = (p, s1,80) se p > 0. Se
s = s1, l'agente & nel migliore stato: gli basta p < 1 per cambiare stato e, quindi,
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(p, g, ap), ci aspettiamo che I'agente sia indifferente

Se consideriamo la lotteria L

<p7 <p07 50, 81>7 <p17 50, 51>>

In L' ci aspettiamo di ottenere sy con esito

7/

pPXpo+ (Ll —p)Xpes

p':

27
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A

Avversione e propensione al rischio

v v E 3 — | e

Sulla retta del valore atteso EV (x) = Y p(x;)x;, quantizziamo la propensione al rischio
i

e la avversione al rischio.

, 50), EV = 525. La curva dell'utilita & determinata

dalla propensione/avversione al rischio. Quanto si & disposti a pagare per una lotteria

il i valare manetar: a K/
1] 11Ul Ldal T IJvV .

7

Es. Una lotteria L = (0.5, 1000; 0.5

0.5

| e
50 A=200 EV=525 F=700 BT
EV=525 1060

Il massimo che si & disposti a pagare sulla base della corrente avversione al rischio, per

mAarkactimara aAd A |
IJdILCLI'JdIC dUlu ulld 1
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Definiamo la lotteria standard come la lotteria

Fa

L/ 7 1

\

7

L’

=M. MMP:(1 —9p). PMP] conp=0.5.

0
U

L

=0, con EU = 50

100 e U(PMP)

U(MM P)

|
!
|
!

L3

U(MMP)= 100

[}
et

[
(2]
"

@
o+
(]
(]

n

r

indiff
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Esperimento di vy

Es. Si rinuncia a 3000 (certi) per p(MMP) = 0.97 e piuttosto che perdere 100 (per
certo) si partecipa ad Ly per p(PMP) = 0.1. Otteniamo la lotteria composta come

segue:
o
p
~ __‘// MMP
p=0.97
r 4
y e
- PiiP
Scelta p=0.5 p=0.3
EEEE—— ".)‘ |
. . MmP |
p=0.88 .~
p=0.5 /,/
p=i.i [
' PMP |
|

Calcolando la combinazione delle lotterie otteniamo:

7,3000; 0.3, 100]; 0.5[0.99, 3000; 0.1, 100]]

3

©

30
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Scale di utilita’

MUCLLU Ul VLILLUCL
Utilita’ normalizzate: v+ = 1.0, u;, = 0.0 | valori intermedi sono assestati stabilendo
una preferenza tra I'esito s e la lotteria standard (p, uT,u_ )

Micromorti: Una possibilita’ su un milione di morte istantan

I:.» la miirvramarts ualaana 9N Aallavi man naicrha’ la firnziant A kihida! mAan cann

IC TTHUTUITIVUENLL vdig 1V LU Uuliarl illa pPuILTIc C 1urLiorir ut utiiita o SuUltiv

lineari cio’ non significa che qualcuno sarebbe disposto ad uccidersi per 20 milioni di
dollari.

Per esempio la roulette Russa: quanto sei disposto a pagare per ridurre il rischio.

usted life years = un anno d| vita in buona salute

In genere utilizzate in medicina per prendere decisioni che comportano un notevole

Decisioni Razionali ©Fiora Pirri 31



A 173 ® J e J ® ®

Al]"\ﬂ?‘1 A'I r]ar-1c1n1na

LALRICU L L UL Uuv uviiolullivy
Crnn farmata Aot cegiiantt noadi-
QUIIV TOUTTHTTALT Udl STEUCIILL HHUUL.
ventl Disegnati come ovali, indicano come nelle BN gli eventi, e hanno associate
la +ahelle di PC
I Laiuliv ul 1 .

NOd_ dl dec191one Disegnati come triangoli indicano le variabili di decisione.

Archi che terminano sui nodi di decisione indicano I'informazione che verra sfruttata al
momento di prendere una decisione.

2 VRN B — - . o . . TN ~ . .
Nod1l d'utiiita  Disegnati come rettangoli. Rappresentano I'utilita. Sono i nodi
archi che terminano su un nodo di utilita indicano gli attributi da cui

Decisioni Razionali ©Fiora Pirri 32



Per ciascun valore nei nodi di decisione

33
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Supponiamo di avere contattato uno sponsor per partecipare alla rescue e dobbiamo
quantizzare i vantaggi nel caso di vittoria. Proponiamo al nostro (presunto) sponsor

una tavola di payoff.
A= Robot solo
B= Team di Robot

Tavola del Payoff

Pr(G)=0.7| Pr(RA) =0.3 VP
Stati di Natura | Gialla Rossa o Arancione
Azioni
A 60.000 20.000 48.000
D 1NN NNN AN NNN O NNN
D 1UU.UUU -4U.Uuv 0. UUV
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Ti 1roinv~a Jaii’Tn _nrmav:nna

AL VALUL U UCUllL LilliVvl 1l1i1duZiviie
Informazione perfetta
EVP (con informazione perfetta) (0.7 x 100,000) + (0.3 x 20,000) 76.000
E\/ 58 000
-V [CASFAVAVAY)
EVPI 18.000
EA/Dl X il macciman ammontarae cha o & dicnact 2 nacare ner ottencre infarmazinne
Vvl T I 1iassiiiuo aifinivnidic LI o1 © UISpPUSLL d pPdEdIT pPCl ULLCLICIC 1 HHUNNaZivnic
che restituisce il segnale perfetto sullo stato di natura.

Informazione imperfetta o campionaria L’'informazione campionaria & quella
che si riesce ad ottenere da sorgenti incerte. Vogliamo valutare quanto si e disposti a

QL d wid O/ Ll Lt QWL

pagare tale informazione, sulia base delia sua attendibiiita.
Sia 57 la sorgente di informazione relativa all’arena gialla.

Sia S, la sorgente di informazione relativa alle arene arancione o rossa.

Supponiamo che tale sorgente sia corretta nel 90% dei casi. Le probabilita condizionate,
data la <tata di natiiras cann
UdiLuV 1V oLdiluv Ul liatura ouviiv

Pr(S11) = 0.9

i \U 1 |U} — U.J

Pr{S21(7) = 0

i \UAlu} u.
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Ti 1roinv~a Jaii’Tn _nrmav:nna
AL VALUL U UCUllL LilliVvl 1l1i1duZiviie
Il o nrahahilitX ~angiiimta cann
LT prubdvliita LUTNIgIUNILT SUlTTV
Pr(S1|G)Pr(G) =0.9 x 0.7 =0.63
Pr(S2|G)Pr(G) =0.1 x 0.7=0.07
Pr(S1|RA)Pr(RA) = 0.1 x 0.3 =0.03
Pr(S2|RA)Pr(RA) = 0.9 x 0.3 =0.27
Usando la rule of average otteniamo
Pr(S1) =0.63 + 0.03 = 0.66
Pr(S2) =0.07+0.27 = 0.34
Utilizzando Bayes otteniamo le probabilita a posteriori
Pr(G|S1) = 0.63/0.66 = 0.955
Pr(RA|S1) =0.03/0.66 = 0.045
Pr(G|S2) =0.07/0.34 = 0.206
Pr(RA|S2) =0.27/0.34 = 0.794

Per determinare il valore deii’informazione campionaria, costruiamo ia tavoia dei payoff
per ciascuna sorgente, utilizzando le probabilita a posteriori.
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Con I'informazione dalla sorgente S5 la migliore alternativa e il metodo A. La probabilita

di Sy & 0.34.
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Il valore atteso con I'informazione addizionale (campionaria) &, quindi:

(0.66 x 93.700) + (0.34 x 28.240)
[l valore atteso con I'informazione corrente &

[l valore atteso dell'informazione é:
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P(Informazione;) =
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J 7

AN

J 7/

(1
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\

N" P(Informazione; |StatoDiNatura;)P(StatoDiNatura

i

atura corrente.
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_lD{ Q‘I’n+n r)/'l 7\7/‘:‘/'/”/)"/‘1. | T/Y) ‘anr'fYY)/‘l A OVYY O -\ o
\)\JUU/Q/U.L/DJ YWt Wy |J. II/J i IIUUI/‘/l/UIl/(/J}
P(Informazione; |StatoDiNatura;) x P(StatoDiNatura;)
NT P(Tm Farmasiome. | Statal)i Natara )
LJ-L \J.IOJ Ul HHowwa v Uiy IUUWUU_L/U.LVMULDI b(/]/
J
a lnfina nhhinmaAa ractrinda la Favunla Aol naunff ricanda 1n nrahahilidFy A sActkAariae
@ HHHIC abidimiv LUSLIUILY 1T LdVUId UCTT pPdyUll usdiivuu Id prubdullita d PuUsLCIivrl.

e Sottraendo a questo valore il massimo valore ottenibile senza informazione, ricavi-
amo il valore atteso dell'informazione campionaria. Abbiamo cosi calcolato EV (),
cioe il valore atteso, data l'informazione campionaria, (EVSI expected value of
sample information).
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Sia E ia nostra conoscenza a priori dei dominio di interesse. Sia « i’azione corrente

con s; lo stato di natura, e sia IJ; I'eventuale nuova conoscenza:

(1

in modo tale

ik

a@,.'4

<

J

Supponiamo di essere a conoscenza di E; = e, quindi sceglieremmo

che:

Cik i

AN

/

J

AN

I
\
(VPI = Valore dell-informazione perfetta)
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NAnm magativua CDEDRANTZA
INUTI |C5dL|Vd DI LINAINLMA,
Ya B UPT(F\ >N

Vi Vi dp\ivj) <~ U

Nonadditiva— per esempio vogliamo ottenere I/; due volte

VPIy(E;, By) # VPIg(E;) + VPIg(Ey)

VPIg(Ej, By) = VPIg(E;) + VPIgg, (Ey) = VPIg(EY) + VPlg g (E))

J 7/

L'aquisizione di “certezza” e un problema di decisione sequenziale.
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1. Il criterio del MinMax, seleziona prima lo stato di natura con minima utilita e poi
sceglie quello con massima utilita.

Yl ~vivavia Aol MaMMay, calagiana cia mrvima ~ha Aana 1A ckada Al o matiirn maccimala
<. 11 CITILETIVU UCT IVIAAIVIAA, DTITZIVIIA 2ld Priliad CIIT UUPU U SLdLlU Ul Tidiurda Tlidaslilidic.
3. Il criterio di Laplace, introduce una funzione equiprobabile e sceglie il valore mas-
simale
Ci sono inoltre metodi che assumono che la distribuzione di probabilita segua un mod-
ello, ad esempio sia una distribuzione normale e su qL-II_ base possono anche introdurre
sia la regola Bayesiana che il Maximum Likelihood.
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Decisioni del Governo(X) di investire in tre settori portanti dell’economia, gli stati di
natura, che sono: Ricerca, Formazione e Spettacoio. Ciascuna azione GG; & una

maaccithila fiman—oinein
PLOSSIVIIT TlTidliZidlid.
Ancidarinmma Ia Faviala A owAv~FF-
LUTIDIUCT ANV 1d Lavula Ul pPdayull.
Caoma: A7 Nl o (. 271X\
JLldll dI NdLurd \Utllltd)
Azioni MaxMax | MinMax | Laplace
Gl 100 | 240 |380 |380 100 239.98
—N 1N LN 20N 2EN 1N A2 D
s 12V £Z0U IV 0V 1V £243.0
G3 230 | 200 |300 |300 200 243.3
G4 190 | 250 |300 |300 190 246.6
P(Laplace) [ 0.33 |0.33 [0.33

Non ci devono essere condizioni di dominanza, singolarita della matrice.
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