Dynamic Identification of the Franka Emika Panda Robot  
with Retrieval of Feasible Parameters  
Using Penalty-based Optimization

Claudio Gaz\textsuperscript{1} Marco Cognetti\textsuperscript{2} Alexander Oliva\textsuperscript{3} Paolo Robuffo Giordano\textsuperscript{2} Alessandro De Luca\textsuperscript{1}

Abstract—In this paper, we address the problem of extracting a feasible set of dynamic parameters characterizing the dynamics of a robot manipulator. We start by identifying through an ordinary least squares approach the dynamic coefficients that linearly parametrize the model. From these, we retrieve a set of feasible link parameters (mass, position of center of mass, inertia) that is fundamental for more realistic dynamic simulations or when implementing in real time robot control laws using recursive Newton-Euler algorithms. The resulting problem is solved by means of an optimization method that incorporates constraints on the physical consistency of the dynamic parameters, including the triangle inequality of the link inertia tensors as well as other user-defined, possibly nonlinear constraints. The approach is developed for the increasingly popular Panda robot by Franka Emika, identifying for the first time its dynamic coefficients, an accurate joint friction model, and a set of feasible dynamic parameters. Validation of the identified dynamic model and of the retrieved feasible parameters is presented for the inverse dynamics problem using, respectively, a Lagrangian approach and Newton-Euler computations.

I. INTRODUCTION

The knowledge of accurate dynamic models is of fundamental importance for many robotic applications. It is necessary, in fact, for designing control laws with superior performance, in free motion or when interacting with the environment [1], e.g., in strategies for the sensorless detection, isolation and reaction to unexpected collisions [2] or when regulating force or imposing a desired impedance control at the contact [3].

In order to obtain an estimation of the dynamic model, regression techniques are widely employed for industrial [4], [5] or humanoid robots [6], [7]. These techniques are hinged on a fundamental property: the linear dependence of the robot dynamic equations in terms of a set of dynamic coefficients \( \pi_R \in \mathbb{R}^p \) [8], also known in the literature as base parameters [9], which are linear combinations of the dynamic parameters of each link composing the robot. In particular, each link has \( l_0 \) parameters, specifying the mass, the position of the center of mass (CoM), and the 6 elements of the symmetric inertia tensor. Then, a robot with \( l \) links has a total 10 \( l \) of such parameters, denoted as \( p \in \mathbb{R}^{10,l} \). In addition, one may also include a number of parameters for modeling joint friction.

The regrouping of dynamic parameters, i.e., the dynamic coefficients, occurs because some parameters are not excitable during motion (they have no influence on the robot dynamics), while some others have an effect on the dynamics only in combinations (they are not separately identifiable).

The identification of the dynamic coefficients \( \pi_R \) is often sufficient for many robotic applications, such as dynamic motion robot control and motion planning, since knowledge of \( \pi_R \) allows for a numerical evaluation of the robot dynamic model in the Euler-Lagrange (E-L) form. However, the retrieval of a set of feasible numerical values for the dynamic parameters \( p \) is also relevant. This is the case, for instance, when performing dynamic simulations via a CAD-based robotic simulator – like V-REP [10] – or when implementing torque-level control laws (such as the feedback linearization) under hard real-time constraints. In this case, a widely adopted solution is to use the recursive numerical Newton-Euler (N-E) algorithm, which is preferred to the evaluation of the symbolic computationally more expensive E-L approach (which relies on dynamic coefficients). However, usual N-E routines require the knowledge of the dynamic parameters \( p \) of each link in the kinematic chain, and not just of the dynamic coefficients \( \pi_R \). In [8], we addressed the problem of recovering a complete set of values for the original robot parameters starting from the identified dynamic coefficients. In general, this is a nonlinear problem admitting an infinite number of solutions. However, not all solutions are physically consistent (as example, negative masses may appear). In order to discard unfeasible solutions, we considered upper and lower bounds on each component of \( p \) by solving a constrained nonlinear optimization problem. Because of the ill-conditioned nature of the solution space, we used global optimization methods, such as simulated annealing.

The physical consistency of the identified dynamic parameters, as introduced in [11], is currently attracting more and more attention. Researchers have treated the problem of physical feasibility within the framework of linear matrix inequalities (LMIs), solving the problem of the identification of a physically consistent set of parameters by means of semidefinite programming (SDP) techniques [12]. Recently, this framework has been enriched by the addition of the triangle inequality of the inertia tensors [13], [14], a constraint which was originally mentioned in [15]. The approach presented in this paper can be considered as an alternative to the LMI-SDP framework.
All these approaches act on the parameter identification phase, obtaining from this dynamic coefficients that are typically different from the classic ordinary least squares (OLS) solution \[4\], \[5\]. In any event, the approach presented in \[12\], \[14\] requires to express constraints as linear matrix inequalities, while the proposed optimization algorithm manages both linear and nonlinear (e.g., if-else) constraints, without any mathematical manipulation. This additional flexibility allows to handle directly nonlinear constraints coming from the geometric shape of cylindrical or spherical links (like for Universal Robots manipulators or for the sixth link of the KUKA LWR IV+), or when the use of approximate box constraints may generate solutions which are even unfeasible (e.g., a center of mass outside a convex link of the robot). On the other hand, a drawback of the proposed algorithm is that convergence to a global optimum in a finite number of steps cannot be guaranteed.

The proposed approach is general and can be applied to a large class of robot manipulators. In this work, as case study, we apply it to the Franka Emika Panda robot (see Fig. 1), a manipulator that is attracting a large interest in the robotics and industrial communities due to its high usability and relatively low price among the torque-controlled manipulators. For this robot we obtain a complete identification of a set of feasible dynamic parameters.

Summarizing, the main contributions of this paper are: (i) presentation of a framework for the robot dynamic parameters retrieval that deals with linear, nonlinear and conditional constraints; (ii) identification of the dynamic model of the Franka Emika Panda robot\(^1\); (iii) retrieval of a feasible set of dynamic parameters.

The paper is organized as follows. In Sec. II, we briefly present the main features of the Franka Emika Panda robot. In Sec. III we recall the general procedure for identifying the dynamic coefficients, and we present the problem of physical consistency of the parameters. The identification procedure used to retrieve the dynamic model for this robot is described in Sec. IV, together with an estimation procedure of the joint friction. Retrieval of the feasible parameters from the dynamic coefficients is presented in Sec. V. Finally, validation results are reported in Sec. VI and conclusions are drawn in Sec. VII.

### II. The Franka Emika Panda Robot

Figure 1 shows the Franka Emika Panda robot and its kinematic parameters according to the modified Denavit-Hartenberg convention. This robot is equipped with \(n = 7\) revolute joints, each mounting a torque sensor, and it has a total weight of approximately 18 kg, having the possibility to handle payloads up to 3 kg. It is possible to control the robot through the Franka Control Interface (FCI), that is able to provide, via the libfranka interface (at 1 kHz), the joint positions \(\mathbf{q}\) and velocities \(\dot{\mathbf{q}}\), as well as link side torque vector \(\mathbf{\tau}\). Moreover, it returns the numerical values of the inertia matrix \(\mathbf{M}(\mathbf{q})\), of the gravity vector \(\mathbf{g}(\mathbf{q})\), as well as the Jacobian \(\mathbf{J}(\mathbf{q})\) and the Coriolis term \(\mathbf{c}(\mathbf{q}, \dot{\mathbf{q}})\) at a given joint position \(\mathbf{q}\) and velocity \(\dot{\mathbf{q}}\). These data will be of fundamental importance for the identification of the dynamic model of the robot (see Section IV-A for details).

The robot can be controlled in different modalities, according to the user requirements: torque-mode (by providing a vector \(\mathbf{\tau}_d\) to the robot motors), position-mode (by giving a desired joint position \(\mathbf{q}_d\)), velocity-mode (by sending a desired joint velocity vector \(\mathbf{q}_d\)) are the most common modalities. The FCI controller is designed in such a way that the command inputs given by the user are appropriately manipulated so that the motors generate the proper torque \(\mathbf{\tau}_c\) for the commanded task. Figure 2 depicts all the control signals above-mentioned.

### III. Preliminaries

#### A. Building the inverse dynamic model

In order to derive the symbolic dynamic model of a robot with elastic joints, such as the Franka Emika Panda, one may follow the procedure presented in \[16\], separating the motor torques from the link-side torques. Nevertheless, the particular features offered by the robot controller allow us to simplify the modeling: in fact, since the FCI controller is able to return

\[\begin{array}{cccccc}
1 & 0 & 0 & d_1 & q_1 & T_f(\mathbf{q}) \\
2 & 0 & -\pi/2 & 0 & q_2 & C_f(q_1) \\
3 & 0 & \pi/2 & d_3 & q_3 & \\
4 & 0 & -\pi/2 & q_4 & \\
5 & 0 & q_5 & q_6 & \\
6 & 0 & \pi/2 & 0 & q_6 & \\
7 & 0 & -\pi/2 & 0 & q_7 & \\
8 & 0 & 0 & d_f & \end{array}\]

Fig. 1. Denavit-Hartenberg frames and table of parameters for the Franka Emika Panda. The reference frames follow the modified Denavit-Hartenberg convention. In the figure, \(d_1 = 0.333\) m, \(d_3 = 0.316\) m, \(d_5 = 0.384\) m, \(d_f = 0.107\) m, \(a_4 = 0.0825\) m, \(a_5 = -0.0825\) m, \(a_7 = 0.088\) m.

Fig. 2. Signal flows from and to the controller. The user sends a command to the libfranka interface that communicates with the FCI controller. This input is then converted to a commanded torque \(\mathbf{\tau}_c\) to the robot that returns the measured joint torque \(\mathbf{\tau}\), as well as the joint positions \(\mathbf{q}\) and velocities \(\dot{\mathbf{q}}\). The FCI controller computes the numerical values for the inertia matrix \(\mathbf{M}(\mathbf{q})\), as well as the gravity vector \(\mathbf{g}(\mathbf{q})\), the Jacobian \(\mathbf{J}(\mathbf{q})\), and the Coriolis term \(\mathbf{c}(\mathbf{q}, \dot{\mathbf{q}})\). These data are sent back to the user through the libfranka interface. A more detailed description of the FCI can be found at: https://frankaemika.github.io/docs/index.html.
the estimations of the link-side torques (exploiting the motor position measures read from the encoders), we are able to adopt the classical model structure as for a rigid joints robot, neglecting the elasticity [17], and henceforth $\tau \in \mathbb{R}^n$ is the vector of the link-side torques.

From the E-L equations [9], we can obtain the dynamic model of a $n$-dof robot as

$$M(q)\ddot{q} + S(q, \dot{q})\dot{q} + g(q) = \tau,$$  

(1)

where $q, \dot{q}, \ddot{q} \in \mathbb{R}^n$ are, respectively, the joint positions, velocities and accelerations, $M(q) \in \mathbb{R}^{n \times n}$ is the inertia matrix, $g(q) \in \mathbb{R}^n$ is the gravity vector and $S(q, \dot{q}) \dot{q} = c(q, \dot{q}) \in \mathbb{R}^n$ is the vector of the Coriolis and centrifugal forces. The dynamic model in the form (1) includes typically nonlinear functions of $q, \dot{q}, \ddot{q}$ and the dynamic parameters described in detail further. For each link $\ell_i$, $i = 1, \ldots, n$, let $m_1$ be the mass and let

$$i \rho_{\ell_i,c_1} = \begin{pmatrix} c_{ix} \\ c_{iy} \\ c_{iz} \end{pmatrix}, \quad iJ_{\ell_i} = \begin{pmatrix} J_{ixx} & J_{ixy} & J_{ixz} \\ J_{iyx} & J_{iyy} & J_{iyz} \\ J_{izx} & J_{izy} & J_{izz} \end{pmatrix},$$  

(2)

be the position of the center of mass and the symmetric inertia tensor with respect to the $i$-th link frame, respectively.

At this stage, if we collect the dynamic parameters of all the robot links in the three vectors

$$p_1 = \begin{pmatrix} m_1 & \ldots & m_n \end{pmatrix}^T,$$

$$p_2 = \begin{pmatrix} c_{ix}m_1 \\ c_{iy}m_1 \\ c_{iz}m_1 \end{pmatrix},$$

$$p_3 = \begin{pmatrix} J_{ixx}^T \\ J_{iyy}^T \\ J_{izz}^T \end{pmatrix},$$

(3)

with $p_1 \in \mathbb{R}^n$, $p_2 \in \mathbb{R}^{3n}$, $p_3 \in \mathbb{R}^{6n}$ and

$$J_i = \begin{pmatrix} J_{ixx} & J_{ixy} & J_{ixz} \\ J_{iyx} & J_{iyy} & J_{iyz} \\ J_{izx} & J_{izy} & J_{izz} \end{pmatrix},$$

(4)

it is possible to rearrange (1) as

$$Y(q, \dot{q}, \ddot{q}) \pi(p_1, p_2, p_3) = \tau,$$  

(5)

where the vector $\pi(p_1, p_2, p_3) = (p_1^T, p_2^T, p_3^T)^T \in \mathbb{R}^P$. Moreover, $\pi$ appears linearly in the dynamic model (5), multiplied by the regressor matrix $Y$ of known time-varying functions.

The dynamic identification procedure is performed by collecting $M \gg n$ joint torque samples as well as $M$ joint position samples, while the joint velocity and the acceleration are computed by off-line differentiation. For each numerical sample $(\tau_k, q_k, \dot{q}_k, \ddot{q}_k)$, with $k = 1, \ldots, M$, we have

$$Y_k(q_k, \dot{q}_k, \ddot{q}_k) \pi = \tau_k.$$  

(6)

By stacking these quantities in vectors and matrices, one has

$$\mathbf{Y} \pi = \mathbf{\tau},$$  

(7)

with $\mathbf{\pi} \in \mathbb{R}^{Mp}$ and $\mathbf{Y} \in \mathbb{R}^{M \times np}$. According to [9], we can prune the stacked regressor $\mathbf{Y}$ so as to obtain a matrix with full column rank $\mathbf{Y}_R$, and then identify the dynamic coefficients by solving an ordinary least-squares (OLS) problem via pseudoinversion

$$\hat{\pi}_R = \mathbf{Y}_R^\# \mathbf{\tau}.$$  

(8)

With the solution $\hat{\pi}_R \in \mathbb{R}^p$ of regrouped dynamic parameters, i.e. the dynamic coefficients, we can provide a joint torque estimate as

$$\hat{\tau} = \mathbf{Y}_R(q, \dot{q}, \ddot{q}) \hat{\pi}_R$$  

(9)

for validation on any new motion $q(t)$. Finally, following [8], one can extract from the identified vector $\hat{\pi}_R$ a feasible set of dynamic parameters $\hat{p} = (p_{11}, p_{12}, p_{13})$ — not necessarily the true ones — such that $\pi_R(p_{11}, p_{12}, p_{13}) = \pi_R$ and the upper/lower bounds on the components of $p_{1i}$, $i = 1, 2, 3$, are also satisfied. However, the triangular inequality constraint of inertia tensors is not taken into account in [8], as instead done in Sec. V.

**B. Physical consistency of the dynamic parameters**

The obtained estimation of the dynamic coefficients vector $\hat{\pi}_R$ might be possibly physically inconsistent (e.g., a negative link mass), and this can be caused, for instance, by modeling errors or by noisy measurements. Recent works [13]–[15] highlighted these physical constraints and provided frameworks to consider them during the identification phase, by solving linear constrained optimization problems using the following cost function:

$$\min_{\pi} f(\pi) = \| \mathbf{Y} \pi - \mathbf{\tau} \|.$$  

(10)

Physical constraints regard the mass of each link, which has to be positive, and the barycentric inertia tensor of each link, which has to be positive definite. That is, for each link $\ell_i$ of the manipulator, one has:

$$m_i > 0,$$  

(11)

and

$$I_{\ell_i} = \begin{pmatrix} I_{ixx} & I_{ixy} & I_{ixz} \\ I_{iyx} & I_{iyy} & I_{iyz} \\ I_{izx} & I_{izy} & I_{izz} \end{pmatrix} > 0,$$  

(12)

where $I_{\ell_i}$ is the inertia tensor of link $\ell_i$ with respect to its center of mass. Moreover, it is always possible to express the barycentric inertia tensor in a diagonal form, exploiting a particular rotation matrix $R_{\ell_i}$, such as

$$I_{\ell_i} = R_{\ell_i} \bar{I}_{\ell_i} R_{\ell_i}^T,$$  

(13)

where $\bar{I}_{\ell_i}$ is the diagonal inertia tensor. Since the diagonal elements $(\bar{I}_{\ell_i,x}, \bar{I}_{\ell_i,y}, \bar{I}_{\ell_i,z})$ of $\bar{I}_{\ell_i}$ are also the eigenvalues of $I_{\ell_i}$, condition (12) can be rewritten as

$$\bar{I}_{\ell_i,x} > 0 \quad , \quad \bar{I}_{\ell_i,y} > 0 \quad , \quad \bar{I}_{\ell_i,z} > 0.$$  

(14)

These three inequalities are however included in the following triangle inequality:

$$\begin{cases} \bar{I}_{\ell_i,x} + \bar{I}_{\ell_i,y} > \bar{I}_{\ell_i,z} \\ \bar{I}_{\ell_i,y} + \bar{I}_{\ell_i,z} > \bar{I}_{\ell_i,x} \\ \bar{I}_{\ell_i,z} + \bar{I}_{\ell_i,x} > \bar{I}_{\ell_i,y} \end{cases}$$  

(15)

which, with simple manipulations [14], leads to the following condition on $I_{\ell_i}$:

$$\frac{\text{tr}(I_{\ell_i})}{2} - \lambda_{\text{max}}(I_{\ell_i}) > 0,$$  

(16)
since $\bar{I}_{i,x} + \bar{I}_{i,y} + \bar{I}_{i,z} = \text{tr}(I_ℓ_ι)$ and denoting with $\text{tr}(I_ℓ_ι)$ and $\lambda_{\text{max}}(I_ℓ_ι)$, respectively, the trace and the maximum eigenvalue of the inertia tensor $I_ℓ_ι$.

Therefore, in order to have physical consistency, conditions (11) and (16) must be satisfied for each link.

IV. IDENTIFICATION PROCEDURE

A. Identifying the model used by the controller

Exploiting the features offered by the controller of the Panda robot (see Sec. II), it is possible to avoid the classical procedure involving exciting trajectories [18], and obtain the estimates of the gravitational and inertial coefficients by collecting a set of static positions only by means of a reverse engineering procedure\(^2\). The same procedure had been used to retrieve the dynamic coefficients of the KUKA LWR robot [17], [19]: in that case, the gravitational and the inertial coefficients have been estimated separately, while now a slightly different approach has been used, due to the fact that many coefficients can be retrieved both from the inertia matrix and from the gravity vector. As a first operation, one has to rearrange the symbolic inertia matrix $M(q)$ in a vector form (the inertia stack), by exploiting its symmetry. Having for the Panda robot $n = 7$ joints, we obtain a vector $\bar{m}(q) ∈ ℝ^m$, with $m = n(n + 1)/2 = 28$ components, containing all the lower triangular elements of $M(q)$. Now, it is possible to obtain $s(q)$ as described in Sec. III – the symbolic regressor $Y_s(q)$ from the column vector $s(q) ∈ ℝ^{m+n}$ in such a way that

$$s(q) = \begin{pmatrix} \bar{m}(q) \\ \bar{g}(q) \end{pmatrix} = Y_s(q)\pi_s,$$  \hspace{1cm} (17)

where $\pi_s ∈ ℝ^{10n}$ is the vector containing both the gravitational and inertial dynamic parameters, which are the same – excluding joint friction and motor inertias – as in vector $\pi$ of eq. (7).

In order to obtain a numerical estimation of the dynamic coefficients vector, a data acquisition procedure should be carried out: in the general case, performing exciting trajectories is required in order to span all the admissible joint positions, velocities and accelerations (see eq. (8)). Since $s(q)$ depends only on the joint positions $q$, it is just sufficient to retrieve data by imposing static positions.

The libfranka software provides the numerical evaluation of the gravity vector and the inertia matrix of the Panda robot at the current link position. Therefore, it is possible to collect a fair amount of data even only in a static way, i.e., bringing the manipulator to a desired configuration and then retrieving and storing the numerical values of the gravity vector and the inertia matrix. This acquisition procedure can be performed during a motion as well. The main advantage of imposing static joint positions is that this procedure avoids any influence of friction and uncertainty (e.g., due to measure noise or to any unmodeled phenomenon).

\(^2\)See the supplementary material accompanying this paper for a comparison of the dynamic coefficients estimated through the reverse engineering process with those obtained from the classical approach exploiting exciting trajectories.

The data is acquired and collected in a list of $M$ different (special and/or random) configurations, under the weak condition $Mn ≫ p$.

For a generic configuration $q_k$, with $k = 1 \ldots M$, we have

$$\bar{s}_k = \begin{pmatrix} \bar{m}_k \\ \bar{g}_k \end{pmatrix} = Y_s(q_k)\pi_s,$$  \hspace{1cm} (19)

where $\bar{m}_k$ and $\bar{g}_k$ represent, respectively, the numerical inertia stack vector and the numerical gravity vector, as they are retrieved from the libfranka interface at a given configuration $q_k$, and $Y_{s,k} = Y_s(q_k)$ is the evaluated regressor.

When all data are collected, they can be stacked into a vector $\bar{s}$ such as:

$$\bar{s} = \begin{pmatrix} \bar{s}_1 \\ \bar{s}_2 \\ \vdots \\ \bar{s}_N \end{pmatrix} = \begin{pmatrix} Y_{s,1} \\ Y_{s,2} \\ \vdots \\ Y_{s,N} \end{pmatrix} \pi_s = \bar{Y}_s\pi_s,$$  \hspace{1cm} (20)

Nevertheless, the regressor $\bar{Y}_s$ is typically rank-deficient: this implies that the elements of the vector $\pi_s$ are not fully identifiable. Therefore, it is necessary to drop linear dependent columns of the regressor in order to reach a full (column) rank condition (i.e., by means of the Gauss-Jordan elimination technique). As a consequence, some dynamic parameters will be grouped together accordingly, in the form of dynamic coefficients [9]. Exploiting condition (18) on the minimal number $M$ of samples to retrieve, the ill-conditioning of the matrix is avoided. Denoting as $\hat{\pi}_{s,R}$ the vector containing the regrouped parameters (a.k.a. dynamic coefficients), and as $\bar{Y}_{s,R}$ the full rank numerical regressor, eq. (20) is solved using a least squares technique as

$$\hat{\pi}_{s,R} = \bar{Y}_{s,R}^T Y_{s,R}^{-1} Y_{s,R}^T \bar{s} = \bar{Y}_{s,R}^# \bar{s},$$  \hspace{1cm} (21)

where $#$ denotes pseudoinversion.

Once one has the dynamic coefficients estimation $\hat{\pi}_s$, from eq. (17), it is possible to obtain the estimates $\hat{g}(q)$ and $\hat{M}(q)$ as:

$$\hat{s}(q) = \begin{pmatrix} \hat{m}(q) \\ \hat{g}(q) \end{pmatrix} = Y_{s,R}(q)\hat{\pi}_{s,R},$$  \hspace{1cm} (22)

where $Y_{s,R}(q)$ is the symbolic regressor pruned of the dependent columns (according to the full-rank matrix $\bar{Y}_{s,R}$) and $\hat{M}(q)$ is built from the estimated inertia stack $\hat{m}(q)$. Finally, the estimation of the Coriolis and centrifugal forces vector $\hat{c}(q, \dot{q})$ is derived from $\hat{M}(q)$ using the Christoffel’s symbols according to [1]. The form of the inverse dynamics formula, providing an estimation of the joint torques $\hat{\tau}$ needed to accomplish a given trajectory $(q, \dot{q}, \ddot{q})$, is therefore:

$$\hat{\tau}(q, \dot{q}, \ddot{q}) = \hat{M}(q)\ddot{q} + \hat{c}(q, \dot{q}) + \hat{g}(q).$$  \hspace{1cm} (23)
B. Friction estimation

If a validation trajectory is executed and the measured torques $\tau$ are compared (after a filtering procedure) with the estimated torques $\hat{\tau}$ generated by eq. (23), a difference in the two signals may be observed. This discrepancy is due to estimation errors (e.g., due to the noise affecting the measurements) or to unmodeled effects, such as joint friction.

Typically, the latter effect, assumed to act separately on each joint, is expressed as an additional torque $\tau_{f,j}$, $j \in \{1, \ldots, n\}$:

$$\tau_{f,j}(\dot{q}_j) = f_{v,j}\dot{q}_j + f_{c,j} \text{sign}(\dot{q}_j) + f_{o,j},$$

(24)

where $f_{v,j}$ and $f_{c,j}$ represent, respectively, viscous and Coulomb friction, while $f_{o,j}$ is the Coulomb friction offset. Model (24), although being simple and effective, has the main drawback of exhibiting sudden discontinuities in the neighborhood of $\dot{q}_j = 0$. In order to attenuate this chattering, a sigmoidal friction model can be used for avoiding discontinuities for low joint velocities.

In case the viscous effects are negligible and a symmetric behavior for positive and negative joint velocities is observed (as for the Panda robot), $\tau_{f,j}(\dot{q}_j)$ can be expressed as the following function:

$$\tau_{f,j}(\dot{q}_j) = \frac{\varphi_{1,j}}{1 + e^{-\varphi_{2,j} \dot{q}_j + \varphi_{3,j}}} - \frac{\varphi_{1,j}}{1 + e^{-\varphi_{2,j} \dot{q}_j + \varphi_{3,j}}},$$

(25)

which is characterized by 3 parameters for each joint ($\varphi_{1,j}$, $\varphi_{2,j}$, $\varphi_{3,j}$). In order to estimate the $3n = 21$ friction parameters for the Panda robot, trajectories spanning all possible joint velocities can be executed for each joint (possibly, keeping the others at rest). Computing the inverse dynamics for the previous trajectories according to (23), the difference $\Delta \tau_j = \tau_j - \hat{\tau}_j$ (where $\tau_j$ and $\hat{\tau}_j$ are, respectively, the measured and the estimated joint torques) can be interpreted as a measure of the friction effects. Solving a least squares problem, it is possible to find the parameters that make the curve (25) to fit data at best — e.g., by means of a Nelder-Mead routine.

The presented reverse engineering approach has the main advantage of allowing an estimation of the dynamic parameters by exploiting only static measures (which are affected by low noise) without the need of numerical derivations, which can dramatically affect the results of the identification process. Moreover, having a separate step for joint friction identification allows to repeat only this step (instead of the whole identification process) when lubrication changes or when moving to a new instance of the same robot. Conversely, we must rely on the numerical values of $\bar{s}_k$ provided by the manufacturer.

V. RETRIEVAL OF FEASIBLE PARAMETERS

In [8] a framework has been presented for retrieving a feasible set of dynamic parameters from the previously identified dynamic coefficients, by solving a nonlinear global optimization problem.

For some purposes, in fact, the estimated dynamic coefficients (linear combination of dynamic parameters, such as masses, position of the centers of mass and inertia tensors) are not sufficient, and an estimation of the dynamic parameters themselves is needed. This occurs, for instance, if the dynamic parameters values are needed for simulating the robot behavior in a CAD software (like V-REP), or if a Newton-Euler routine is required to compute the joint torques estimation during the robot motion, with strict time constraints (in this case, a Lagrangian approach may not fit the real-time requirements), or in case one is interested in computing the wrenches acting on the robot joints.

The approach presented in [8] is able to return a possible and feasible set of the dynamic parameters: in general, infinite solutions exist (among which the real one) and the more constraints are given, the closer to the real solution is the returned one.

Starting from the identified vector of dynamic coefficients $\hat{\pi}_R$, the following transformations may be applied to the corresponding symbolic vector $\pi_R(p)$ (parallel axis theorem, see [1]):

$$J_{ixx} \rightarrow I_{ixx} + m_i c_y^2 + m_i c_z^2$$
$$J_{ixy} \rightarrow I_{ixy} - c_{ix} c_{iy} m_i$$
$$J_{iyy} \rightarrow I_{iyy} + c_{ix} c_{iy} m_i$$
$$J_{izz} \rightarrow I_{izz} = I_{ixx} + I_{iyy} + I_{izz} - c_{ix} c_{iy} m_i$$(26)

for each link $\ell_i$, $i = 1 \ldots n$. We can now rearrange the parameters vector $p = (p_1^T \ p_2^T \ p_3^T)^T \in \mathbb{R}^{10n}$ as:

$$p_1 = (m_1 \ldots m_n)^T \in \mathbb{R}^n,$$
$$p_2 = (c_{ix} \ c_{iy} \ c_{iz} \ldots c_{nx} \ c_{ny} \ c_{nz})^T \in \mathbb{R}^{3n},$$
$$p_3 = (T_1^T \ldots T_n^T)^T \in \mathbb{R}^{6n},$$

(27)

where

$$T_i = (I_{ixx} \ I_{ixy} \ I_{ixz} \ I_{iyy} \ I_{iyz} \ I_{izz})^T.$$ (28)

It is possible to provide lower bounds (LB) and upper bounds (UB) to $p$ based on a priori information. In particular, condition (11) is managed by assigning a lower bound of zero to each link mass. Upper bounds for the masses are assigned exploiting, for instance, data retrieved from the datasheets of the robot. Moreover, for each link, one can easily infer that the center of mass is located inside the smallest parallel box which includes the link geometry, in the most general case. The lower and upper bounds are then set in order to guarantee a physical meaning to the obtained solution. In order to retrieve a possible set of dynamic parameter $p$, we propose to solve the nonlinear optimization problem depicted in Algorithm 1.

The first two lines of Algorithm 1 are the initialization step of the algorithm; the starting point is randomly selected between the lower and the upper bounds using a uniform distribution. Moreover, $\xi_1$ is set to zero. Lines 3 – 6 of Algorithm 1 consist in solving the constrained nonlinear optimization problem $\kappa$ times: at a given step $k = 1 \ldots \kappa$, the initial state is the optimal solution found at step $k - 1$. The objective function presents also an exterior penalty function, in which $\xi_k$ is the — progressively increasing — penalty coefficient; this function provides a penalty in case one of any additive constraint $l_k(p_k)$ is violated; function $g(\cdot)$ is chosen to return a measure of the constraint violation. In particular, two kinds of constraints have been included:

- for each link $\ell_i$, the triangle inequality (16) must be satisfied;
Algorithm 1: Parameters retrieval
1 \( p_0 \leftarrow LB + (UB - LB)u \), with \( u \sim U(0, 1); \)
2 \( \xi_1 \leftarrow 0; \)
3 for \( k = 1, \ldots, \kappa \) do
4   // Start the optimization from the previous step solution
5   \( \hat{p}_{k, \text{init}} \leftarrow \hat{p}_{k-1}; \)
6   // Solve the following optimization problem
7   \[
    \min_{p_k} f(p_k) = \phi(p_k) + \xi_k \gamma(p_k)
    \]
8   s.t. \( \|\pi(p_k) - \pi\|^2 + \xi_k \sum_i g(h_i(p_k)) \leq \parallel \xi \parallel \)
9   \( LB \leq p_k \leq UB \)
10  \( \xi_{k+1} \leftarrow 10k \)
11 end

- the total sum of the link masses must be in a given range, that is:
  \[
  m_{\text{rob,min}} \leq \sum_i m_i \leq m_{\text{rob,max}}.
  \]

Note that the presented framework is extremely flexible, and further external constraints can be easily included. The manifold generated by the cost function \( f(p_k) \) contains multiple local minima, and therefore a global optimization method, like genetic algorithms [20] or simulated annealing (SA) [21] is mandatory to address the problem (29). In the present case, we have used SA, applying a more sophisticated interior-point (IP) Nelder-Mead local optimization algorithm at the end of each SA iteration \( k \). Moreover, \( Q \) runs have been launched having a different random initial point \( p_0 \), in order to span as much as possible the cost function manifold.

The improvement of the parameters retrieval framework (with respect to the one presented in [8]) has been proven necessary since the introduction of some constraints – as for instance the triangle inequality of the inertia tensors – eventually led the algorithm to get stuck in local minima. This was caused by recurring abrupt changes in the cost function given by the constant penalty function adopted before. Therefore, a violation-dependent penalty [22] has been implemented for the present algorithm, solving this problem. Moreover, the sequence of successive runs of the algorithm could in practice help in improving the solution. The term \( \phi(p_k) \) of the parameters retrieval algorithm in eq. (29) requires, to be computed, a previous identification step returning the coefficients estimation \( \hat{\pi} \). Another possible \( \phi(p_k) \) function, yielding to a single-step procedure, is described in the Supplementary material accompanying this letter.

VI. RESULTS

In this section, results from the dynamic coefficients and joint friction estimations for the Panda robot are reported, in addition to results from the parameters retrieval procedure.

In order to obtain a numerical estimation of the dynamic coefficients \( \pi_{s,R} \) (see eq. (21)), the numerical values of the inertia matrix and the gravity vector are retrieved from a set of \( M = 1010 \) static positions, spanning the whole joint space, according to the robot documentation\(^3\). The symbolic vector \( s(q) \) (see eq. (17)) has been computed according to [9], using the modified Denavit-Hartenberg convention.

Since our robot is mounted on a table parallel to the ground, the first element of the gravity vector (relative to joint 1) is not informative, and therefore it is discarded.

Stacking all the numerical quantities of the data acquisition phase and after evaluating the corresponding regressor (see eq. (20)), we obtained that \( \text{rank}(\mathbf{Y}_s) = 43 \); using the Matlab function \( \text{rrref} \), which implements Gauss-Jordan elimination technique, we finally obtained the dynamic coefficients estimations \( \hat{\pi}_{s,R} \) according to eq. (21), from a regressor \( \mathbf{Y}_{s,R} \) whose condition number is 49. Moreover, the relative error percentage of predictions (defined in eq. (84) of [12]) for the identification set is 0.031%. Computing their standard deviations (see [5], [12]), we found that two coefficients exhibit a standard deviation greater than 30%, and therefore they were discarded (since their estimations are not reliable). All the estimated dynamic coefficients are reported with their standard deviations in the Supplementary material, together with a comparison with the corresponding coefficients obtained from the classical identification procedure (see eq. (8)).

From the identified dynamic coefficients \( \pi_{s,R} \), we were able to reconstruct the inertia matrix \( M(q) \), the gravity vector \( g(q) \) and the Coriolis and centrifugal force vector \( \hat{c}(q, \dot{q}) \) following a Lagrangian approach (see Sec. IV).

After deriving the inverse dynamic model (23), we validate it by comparing the measured joint torques with the estimated ones during several motions. In particular, the robot was commanded in velocity-mode by means of sinusoidal trajectories in the joint space. In other words, each joint is commanded according to the following equation:

\[
\dot{q}_i, \text{des}(t) = A_i \sin\left(\frac{2 \pi t}{T_i}\right), \quad i \in [1, \ldots, n]
\]

where \( A_i \) is the amplitude of the velocity profile and \( T_i \) is the period of the sinusoidal signal for the \( i \)-th joint. The numerical values for \( A_i \) and \( T_i \), \( i \in [1, \ldots, n] \) for a typical experiment are reported in Table I, where 5458 samples were collected. The joint torque signals were recorded (and filtered through a 4-th order zero-phase digital Butterworth filter with a cutoff frequency of 1 Hz) during this motion, and compared with our Lagrangian inverse dynamics estimations \( \hat{\tau}(q, \dot{q}, \ddot{q}) \) (from eq. (23)), feeding that model with the measured joint positions and velocities, and with the joint accelerations obtained by numerical differentiation of the filtered velocities. The joint torque comparison is reported in Fig. 3: the torque estimations are almost perfectly superimposing the measured ones for joints 1...4, while the last joints show some discrepancies. One can notice, though, that the difference between the two signals strongly depends on joint velocities (it is more evident, e.g., for joint 7): this behavior is typical of joint friction.

Therefore, we performed the estimation of the joint friction according to the procedure reported in Sec. IV-B: we collected more than 10k samples of joint velocities and torques during

\(^{3}\)The joint position bounds of the Franka Emika Panda robot can be found at: https://frankaemika.github.io/docs/control_parameters.html
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Fig. 3. Comparison between the torques of the derived E-L dynamic model. The red lines represent the measured joint torques during the validation experiment reported in Tab I, while the green lines are the torque estimations $\hat{\tau}$ computed according to eq. (23). The blue lines represent the joint torque estimates comprehensive of the joint friction term (25). The dashed and the dotted lines are the errors between the torque sensors readings and, respectively, the torques estimates without and with the friction component.

The estimated inverse dynamic model in Lagrangian form sinusoidal motions in (31); eventually, we found that the best friction model that fits the data was given by a sigmoidal function (25), which is characterized by 3 parameters per joint. These were estimated by solving a nonlinear least squares problem by means of a Nelder–Mead routine (Matlab function `fminsearch`), using as fitting data the differences $\Delta \tau_i$ between the measured joint torques and the estimated torques $\hat{\tau}_i$ for each joint $i$ separately. The results of the fitting procedures are reported in Fig. 4, while the numerical values are reported in the supplementary material. Finally, adding the newly estimated joint friction components $\hat{\tau}_f(q) = (\hat{\tau}_{f,1}(q_1) \; \hat{\tau}_{f,2}(q_2) \; \ldots \; \hat{\tau}_{f,7}(q_7))^T$ to the previous estimations $\hat{\tau}$, we obtained a satisfactory compensation, as shown with the blue solid lines of Fig. 3.

The estimated inverse dynamic model in Lagrangian form described so far, though, is very cumbersome for a 7 DoF robot, and computationally intensive, such that it would not be reliable under real-time constraints. For this reason, a Newton-Euler (N-E) approach would be more appropriate and effective to quickly return joint torque estimates, due to its recursive form. Nevertheless, a N-E routine requires the dynamic parameters (masses, inertia tensors and centers of mass of each link) of the robot. Exploiting the parameters retrieval algorithm (29), though, we are able to extract a feasible set of dynamic parameters, which provides the same dynamics (although there is no guarantee that the estimated robot parameters set is coincident with the real one).

In order to implement Algorithm 1, the (bounded) simulated annealing Matlab function `simulannealbnd` has been used, together with the IP hybrid function `fmincon`; the problem parameters were $Q = 100$ (total number of independent runs, providing $Q$ solutions – possibly coincident, since there might exist multiple minima) and $\kappa = 10$ (number of successive runs). The penalty functions $g(h_i(p_i))$ are chosen as the distance functions of the external constraints, that is:

$$g_{1,i} = -\min \left\{ 0, \operatorname{tr}(I_{\ell_i})/2 - \lambda_{\text{max}}(I_{\ell_i}) \right\}, \quad i \in [1, \ldots 7]$$

$$g_{2} = -\min \left\{ 0, m_{\text{rob,max}} - \sum_{i=1}^{7} m_i - \sum_{i=1}^{7} m_i - m_{\text{rob,min}} \right\}$$

(32)

where $g_{1,i}$ regards the triangle inequality on each inertia tensor (eq. 16), while $g_2$ regards the constraint on the total mass of the robot (we chose $m_{\text{rob,min}} = 16$ kg and $m_{\text{rob,max}} = 20$ kg).

A feasible set of dynamic parameters $\hat{p}$ has been then retrieved and its numerical values are included in the supplementary material. In order to validate this set, we inserted the retrieved dynamic parameters in a N-E routine in order to compute the joint torques $\hat{\tau}_{ne}$ necessary to perform a given validation trajectory in the joint space. In particular, we commanded a sequence of sinusoidal trajectories (with different amplitudes and periods) to the joints according to eq. (31). We then compared the measured joint torques $\tau$ with

**TABLE I**

| Amplitudes $A_i$ and periods $T_i$, $i \in [1, \ldots, n]$ of the sinusoidal trajectories used for validating the friction acting on the robot joints. |
|---|---|---|---|---|---|---|---|
| 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| $A_i$ | 2.21 | -2.21 | 1.2 | -2.1 | -2.3 | 2.1 | -2.5 |
| $T_i$ | 3.68 | 2.04 | 2.98 | 1.75 | 4.43 | 2.749 | 1.06 |

Fig. 4. Joint friction estimates. The red dots are the differences $\Delta \tau_j = \tau_j - \hat{\tau}_j$ for each joint $j$, while the blue lines are the sigmoidal fitting functions. The effect of friction is clear for joints 4 ... 7, while its contribution to the total joint torque is slight for the other joints.
Fig. 5. Comparison between the torques $\tau_{ne}$ (including friction $\tau_f$) from the N-E dynamic model and the ones retrieved from the the joint torque sensors. The overlapping of two signals shows the quality of the obtained parameters estimation $\hat{p}$.

the estimations $\hat{\tau}_{ne} + \hat{\tau}_f$: the result of this comparison is reported in Fig. 5, showing good results.

VII. CONCLUSIONS

In this letter, we addressed the problem of extracting a feasible set of parameters that characterizes the dynamics of the robot. We identified the dynamic coefficients through a standard least squares algorithm by means of a reverse engineering approach. Thanks to an improved version of the algorithm proposed in [8], we retrieved a set of feasible parameters by solving a nonlinear optimization problem, taking into account several constraints including the physical bounds on the dynamic parameters (such as the total mass of the robot) and the triangle inequalities of the link inertia tensors. The proposed framework was validated by deriving the Lagrangian model of the Franka Emika Panda robot and testing it through experiments. We also validated the extracted feasible set of dynamic parameters using a Newton-Euler routine. To the best of the authors’ knowledge, this is the first paper that retrieves the dynamic coefficients and a feasible parameter set for the Panda, a robot that is being more and more used in the robotics community. A major feature of the proposed framework is that it can be easily modified to include further (possibly) nonlinear constraints (e.g., based on a priori information on the robot).

We are releasing both the dynamic model and the parameters retrieval framework as open-source code, such that they will be available to the robotics community at the following website: http://diag.uniroma1.it/~gaz/panda2019.html.

As a future work, the authors would like to consider other possible nonlinear constraints and use the derived dynamic model for detecting, isolating and reacting to collisions between the robot and the environment.
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