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Abstract—We highlight the equivalence between the motion of an elastic joint and the two-body problem in classical mechanics. Based on this observation, a change of coordinates is introduced that reduces the two-body problem to a pair of decoupled one-body problems. This allows to treat the rest-to-rest motion problem with bounded actuator torque in an elegant geometric fashion. Instead of dealing directly with the fourth-order dynamics, we consider two equivalent masses whose motions have to be synchronized in separate phase spaces. Based on this idea, we derive a complete synthesis method for time-optimal rest-to-rest motions of this elastic system. The solution is a bang-bang control policy with one or three switches. We also introduce the concept of natural motions, when the minimum-time solution for the elastic and the rigid system is the same. The closed-form solutions obtained with our purely geometric approach verify the standard optimality conditions.

I. INTRODUCTION

In recent years we have seen a surge in the application of robotic manipulators in new areas that require a dynamic interaction with the environment, e.g., shared work spaces with humans, healthcare, Industry 4.0. In order to facilitate these interactions in a safe manner, and to increase the mechanical robustness of robots against impacts, robot design evolved from rigid toward compliant actuators, i.e., soft robots. In addition, the inherent energy storing capabilities of such compliant actuators can be utilized for motion generation [1].

The intrinsic oscillatory dynamics can be exploited, for cyclic tasks such as locomotion, hammering, or drumming. For positioning tasks, however, these oscillatory dynamics require elaborate control concepts [2], [3] to achieve positioning performance that come close to that of rigid manipulators.

For many robotic applications, fast motion along a given path is crucial. It requires the exploitation of the maximal allowable actuator torques. Therefore, it is natural to aim at time-optimal solutions along a predefined path. The minimum-time optimization problem for rigid manipulators was treated first in [4], [5]. These methods rely on projecting the robot dynamics on the predefined trajectory. Using the parametric position and velocity along the path allows an elegant treatment of the problem in the phase plane. Unfortunately, these algorithms can not be applied to the presence of elastic joints. Other methods have been proposed to solve the time-optimal control problem for robots with (linear or nonlinear) flexible joints. In [6], a constrained optimal control problem is formulated to obtain an optimal motor trajectory. The problem of reaching a desired state in minimum time for viscoelastic joints under limited deflection has been treated in [7]. However, in order to simplify the analysis, these works contemplate a simplified model by considering the motors as ideal velocity sources. The time-optimal control problem for the complete elastic joint model was addressed also in [8], but only in a numerical way.

In this paper, we consider a system of two masses $m$ and $b$ connected by an elastic joint of stiffness $k$, as shown in Figure 1 (top). The corresponding dynamic model is

$$m\ddot{q} + k(q - \theta) = 0$$  \hspace{1cm} (1)

$$b\dot{\theta} + k(\theta - q) = u,$$  \hspace{1cm} (2)

where $\theta$ and $q$ are the positions of the two masses, relative to some inertial reference frame, and $u$ is the control input force. We assume a symmetric bound on the input

$$|u| \leq \hat{u}. \hspace{1cm} (3)$$

Figure 1 (top). The corresponding dynamic model is equivalent to that of a robot joint (with rigid bodies in rotation), where the control torque $u$ acts on the motor inertia $b$, driving the link inertia $m$ through an elastic transmission of finite stiffness $k$. In this case, $\theta$ and $q$ are the motor and link position, respectively.

For the elastic system (1–2), we present a method that simplifies generation and analysis of bang-bang control policies with bounded actuator torque. In contrast to previous works, rest-to-rest (RTR) solutions are obtained in closed form by means of geometric considerations only, providing thus valuable insight into the RTR motion problem. Further, no offline processing/optimization phase will be required.

We showcase the equivalence between the motion of the elastic system and the two-body problem in classical mechanics, introducing thus a change of coordinates that reduces the two-body problem to a pair of decoupled one-body problems. In contrast to a two-body problem in classical mechanics, additional external forces are exerted on each mass. These forces are directly related to our control input. This approach allows to expand the idea of phase-plane based optimization [4], [5] to the presence of elastic joints. However, instead of working with the projected dynamics in a single phase-space diagram, we face the problem of synchronizing the motion of two bodies in two separate phase planes. In this framework, we derive conditions under which the elastic joint system achieves time-optimal motion in the rest-to-rest (RTR) problem in a total time equal to that of a rigid joint (i.e., for $k \rightarrow \infty$). Thus, an elastic joint system...
matches the performance of a rigid one only for these special cases that we define as natural motions. As a result, our analysis may be used also to optimize the mechanical design of an elastic transmission.

The rest of the paper is organized as follows. In Section II, we introduce the change of coordinates that decouples the dynamics of the elastic joint system. Section III presents the concept of natural motions, and the associated bang-bang solution with a single control switch to the minimum time problem. In Section IV, we generalize the solution to a generic RTR motion, synthesizing the time-optimal bang-bang policy with three control switchings. Numerical results are reported in Section V.

II. Equivalence Transformation

In classical mechanics, the two-body problem predicts the motion of two masses, each exerting a force on the other. One of the prominent examples is the gravitational case, also known as Kepler problem [9], [10], which arises in orbital mechanics for predicting the orbits of two bodies in a binary system. This problem can be treated in an elegant fashion by reducing it to a pair of one-body problems. Substituting Newton’s law of universal gravitation [11] with Hooke’s law, we can treat the elastic joint system (1–2) as a two-body problem that evolves in one dimension, allowing to apply the techniques that simplified the analysis of the Kepler problem.

In our elastic system, each body exerts a conservative central force on the other (Figure 1). In addition, one of the two bodies is subject to an external force which represents our control input. The force of interaction is the elastic force $k(\theta - q)$. This suggests that we may conveniently use the relative position as one of the generalized coordinates

$$\varphi \triangleq \theta - q,$$

(4)

letting the potential energy of the system take the simple form

$$V = \frac{1}{2}k(\theta - q)^2 = \frac{1}{2}k\varphi^2.$$  

(5)

A good choice for the second generalized coordinate turns out to be the position of the center of mass (CoM) of the system

$$r \triangleq \frac{mq + b\dot{\varphi}}{M},$$

(6)

where $M \triangleq m + b$ is the total mass of the two bodies. The original set of coordinates is related to the introduced one by the inverse transformation

$$q = r - \frac{b}{M}\varphi; \quad \theta = r + \frac{m}{M}\varphi.$$  

(7)

Thus, we can rewrite the kinetic energy of the system as

$$T = \frac{1}{2}\left(\dot{q}^2 + b\ddot{\varphi}^2\right) = \frac{1}{2}\left(M\ddot{r}^2 + \mu\ddot{\varphi}^2\right),$$

(8)

with the reduced mass $\mu \triangleq \frac{mb}{m+b} < \min(m,b)$. The kinetic energy of the system is thus equal to that of two virtual particles, one of total mass $M$ moving with the speed of the CoM, and the other of reduced mass $\mu$ moving with the speed of the relative position. The total energy of the system,

$$\mathcal{H} = \frac{1}{2}M\dot{r}^2 + \frac{1}{2}(\mu\dot{\varphi}^2 + k\varphi^2) \triangleq \mathcal{H}_{\text{com}} + \mathcal{H}_{\text{rel}},$$

(9)

shows the decoupled nature of the two one-body problems. This structure significantly simplifies matters. The equations of motion in the new coordinates are in fact

$$M\ddot{r} = u,$$

(10)

$$\mu\ddot{\varphi} + k\varphi = v\dot{u},$$

(11)

with the dimensionless parameter $v \triangleq m/M$. As predicted (see also the bottom of Figure 1), equation (10) is precisely that of a free floating particle of mass $M$ driven by $u$, while (11) represents a mass $\mu$ oscillating about a fixed center while subject to the external force $u$ scaled by the constant factor $v$. We note also that, given a constant input, the elastic joint system is invariant to time reversal, i.e., under the operation $T \leftrightarrow -r$. Intuitively speaking, this is due to the conservation of entropy. This property will turn out to be extremely useful later in the paper.

A. Solution of the Decoupled Systems

Since we are interested in bang-bang control policies, we assume that $u$ is piece-wise constant. In this case, the solution to the equation of motion (10) is trivial

$$r(t) = \frac{\mu}{2M^2}t^2 + C_1 t + C_2,$$

(12)

with $C_1$ being the initial velocity and $C_2$ being the initial position. Since we are interested in RTR motions we can assume, without loss of generality, that $C_1 = 0$ and $C_2 = 0$. The general solution of (11) is

$$\varphi(t) = A\cos(\omega t + \delta) + \bar{u},$$

(13)

with oscillation amplitude $A$, angular frequency $\omega \triangleq \sqrt{k/\mu}$, phase shift $\delta$, and static response

$$\bar{u} \triangleq uv/k.$$  

(14)

The amplitude and phase shift depend on the initial conditions. The corresponding velocity is given by

$$\dot{\varphi}(t) = -A\omega \sin(\omega t + \delta).$$

(15)

We can represent the phase space trajectory of system (11) in a useful way by moving into the complex plane. To this end, we express (13) and (15) in terms of complex exponentials. The system state will be a single point in the complex plane, i.e., the complex plane serves as phase plane. To this end, let

$$z(t) \triangleq \bar{u} + \varphi(t) + i\dot{\varphi}(t) = \bar{u} + A_1e^{i(\omega t + \delta)} + A_2e^{-i(\omega t + \delta)},$$

(16)

with $A_1 \triangleq \frac{1}{2}(1 - \omega)$ and $A_2 \triangleq \frac{1}{2}(1 + \omega)$. As the reduced mass $\mu$ oscillates back and forth, point $z$ moves on an ellipse centered at $\bar{u}$ in clockwise orientation. This result is illustrated in Figure 2. The exact shape will become clear in a moment. Observable that the state trajectory becomes particularly simple for $\omega = 1$, when the ellipse in the phase plane degenerates to a circle. Exploiting this fact to simplify matters, we rewrite (13)–(15) in terms of the scaled time

$$\tau = \omega t,$$

(17)

that we shall refer to as natural time (which is system specific, as the scaling factor is its angular frequency). Using the chain rule $d(\cdot)/dt = \omega d(\cdot)/d\tau$, we have

$$\varphi(t) = \varphi(\tau/\omega),$$

(18a)

$$\dot{\varphi}(t) = \omega\dot{\varphi}(\tau/\omega).$$

(18b)

\footnote{In the simplest case, each of the two bodies exerts a conservative, central force on the other, with no other external force being present.}

\footnote{We can always choose the inertial frame so that $r(\tau)|_{\tau=0} = 0$.}
with the natural time as parameter, and having denoted by \( (\cdot)' = d(\cdot)/dt \) the new differential operator. We note that \( (\varphi, \varphi') \) are equivalent to the analytical solution of a clamped spring-mass system with natural frequency \( \omega = 1 \). The scaled trajectory

\[
\tilde{z}(\tau) = \bar{u} + \varphi(\tau) + i\varphi'(\tau) = \bar{u} + Ae^{i(\tau + \delta)},
\]

(19)
corresponds then to the solution of a spring-mass system with a unitary angular frequency. Thus, a phase plane trajectory \( z \) can be obtained from the trajectory \( \tilde{z} \) by scaling the imaginary part of \( \tilde{z} \) by the constant factor \( \omega \).

If we know the trajectory \( \tilde{z}(\tau/\omega) \) in the complex plane, we obtain \( z(t) \) by stretching (\( \omega > 1 \)) or squeezing (\( \omega < 1 \)) the imaginary part of \( \tilde{z} \) by the angular frequency factor. It is straightforward to see that \( \tilde{z} \) defines a point that moves in the clockwise direction on a circle centered at \( \bar{u} \) and having radius \( A \). Hence, \( z \) will trace an ellipse centered at \( \bar{u} \), with axes parallel to the coordinate axes, semi-major axis \( \omega A \) and semi-minor axis of length \( A \).

Note finally that the natural time \( \tau \), with \( \delta \) as an offset, corresponds to the polar angular coordinate of \( \tilde{z} \), but not to the polar angular coordinate of \( z \). However, the parameter pair \( \tau \) and \( \delta \) can be interpreted as the eccentric anomaly [12] of a point \( z \) that moves on an elliptic orbit, a popular concept in astronomy. The geometric meaning of the eccentric anomaly becomes clear in the point construction method of an ellipse by La Hire. Given a trajectory \( \tilde{z}(\tau/\omega) \), this construction method allows to derive the corresponding trajectory \( z(t) \), and vice versa, in a purely geometric way, see Figure 2.

### III. Natural Motions

We preliminarily recap the rest-to-rest motion in minimum time of the total mass \( M \) made by the two individual masses \( m \) and \( b \) connected by a rigid joint \( (k \to \infty) \). We transfer then these insights to the case of an elastic joint and introduce the concept of natural motions. When a natural motion applies, this associated rest-to-rest command is time optimal. Further, natural motions are the only cases when an elastic joint matches the fastest RTR motion performance of a rigid joint.

The solutions for \( r_f < 0 \) are simply obtained by inverting the input signs.

### A. Rigid Joint Case

Consider (10) as the dynamics of the rigid joint case. The minimum time control problem to displace by a desired amount \( r_f \) the total mass \( M \) from rest to rest, under the constraint (3), reduces to a minimum time problem for a double integrator with constant bounds on the acceleration input \( \ddot{r} \). From (3), the upper and lower bounds for the acceleration are \( \ddot{r}_{\text{max}} = \ddot{u}/M \) and \( \ddot{r}_{\text{min}} = -\ddot{u}/M \). Throughout this paper we assume, w.l.o.g., that \( r_f > 0 \).

The solution to the optimal control problem is a bang-bang input [13]. Due to the symmetry of the constraints (3) and the time symmetry of (10) under constant inputs, the solution will also be symmetric with respect to time and has the form

\[
r = \begin{cases} 
\ddot{r}_{\text{max}}, & \text{for } 0 \leq t \leq t_s \\
\ddot{r}_{\text{min}}, & \text{for } t_s < t \leq t_f,
\end{cases}
\]

(20)

where \( t_f \) denotes the final time and \( t_s = t_f/2 \) the instant of command switching. Obviously, this corresponds to the control law

\[
u = \begin{cases} 
\ddot{u}, & \text{for } 0 \leq t \leq t_s \\
-\ddot{u}, & \text{for } t_s < t \leq t_f,
\end{cases}
\]

(21)

which yields the system response

\[
r(t) = \begin{cases} 
\frac{\ddot{u}}{2M}t^2, & \text{for } 0 \leq t \leq t_s \\
-\frac{\ddot{u}}{2M}(t^2 - 4t_s^2 + 2t_s^2), & \text{for } t_s < t \leq t_f,
\end{cases}
\]

(22)

and

\[
\ddot{r}(t) = \begin{cases} 
\frac{\ddot{u}}{M}, & \text{for } 0 \leq t \geq t_s \\
-\frac{\ddot{u}}{M}(t - 2t_s), & \text{for } t_s < t \geq t_f.
\end{cases}
\]

(23)

The response to a bang-bang input (21) is shown in Figure 3.

### B. Elastic Joint Case

We know that the class of bang-bang inputs (21) solve the time-optimal control problem in the rigid joint case. We are interested in whether such solutions exist and are optimal also for the elastic case, when the task is to move...
Fig. 4. A natural motion trajectory of the reduced mass with one switching event. The orbit \( o_0 \) (or \( o_\pm \)) is the locus of all points \((\varphi, \varphi')\) which can be transferred to the origin by the control \( u = 0 \) \((u = -\hat{u})\).

The result for the rigid case allows to conclude that a bang-bang input yields the time-optimal rest-to-rest motion for the CoM of the flexible joint system. The solution is equivalent to the one shown in Figure 3. However, since we are interested in moving the entire system from rest to rest (and with zero final deformation), we have to ensure that our control input induces a synchronized motion for the CoM and the reduced mass \( \mu \). The acceleration of the reduced mass subject to the bang-bang input (21) is

\[
\ddot{\varphi}(t) = \omega^2 \varphi''(\tau/\omega) = \begin{cases} f(\varphi, \hat{u}), & 0 \leq t \leq t_f \\ f(\varphi, -\hat{u}), & t_f \leq t \leq t_f \end{cases}
\]

where \( f(\varphi, u) = \mu^{-1}(\nu u - k\dot{\varphi}) \). In order to simplify the notation, let \( h(\varphi, u) = \omega^2 f(\varphi, u) \) such that \( \varphi''(\tau/\omega) = h(\varphi, u) \). Also, denote for compactness \( \bar{u}_{\max} = \pm \nu \hat{u}/k \).

As we prove below, there exist indeed bang-bang inputs of the form (21) that yield synchronized RTR motions satisfying the boundary conditions (24). The most intuitive approach to find the switching position is to build the switching curve in the \((\varphi, i\varphi')\) phase plane. We start with maximum acceleration and solve \( \varphi'' = f(\varphi, \hat{u}) \) forward in time from the initial point \( \varphi = \varphi' = 0 \). From (19), we know that for a constant input \( u \) all solutions are circles centered at \( \bar{u} \) which are traced in the clockwise direction. As such, a system that starts from the origin, under \( u = \hat{u} \), moves clockwise on the orbit \( o_+ \) with radius \( A = \bar{u}_{\max} \). This behavior is shown in Figure 4, as well as on the left in Figure 6 (where the natural time \( \tau \) corresponds to the blue angle that is being covered).

Next, we solve \( \varphi'' = f(\varphi, -\hat{u}) \) backward in time from the final point \( \varphi = \varphi' = 0 \), yielding the circular orbit \( o_- \). Since system (10–11) under a constant input is invariant in time reversal, forward and backward integration are equivalent operations when starting from a given system state. Therefore, we don’t need to solve the system dynamics backwards in time: due to the control policy (21), forward and backward trajectories are just mirror images with respect to the imaginary axis.

We note also that the two trajectories are tangent at the origin of the phase plane. Since no other point of tangency or intersection exists, transfer between the two orbits may occur only at the origin. The phase plane trajectory that emerges from solving \( \varphi'' = h(\varphi, -\hat{u}) \) backwards in time from \( \varphi = \varphi' = 0 \) is the switching curve for this scenario. The optimal control policy is to apply maximum acceleration \( \varphi'' = h(\varphi, \hat{u}) \) until the trajectory intersects the origin, and then switch to maximum deceleration \( \varphi'' = h(\varphi, -\hat{u}) \).

The acceleration and deceleration phases are in the time intervals \( 0 < \tau < 2\pi \) and \( 2\pi < \tau < 4\pi \), respectively. Hence, we spend half of the time applying \( u = \hat{u} \) and the remaining half applying \( u = -\hat{u} \). Since this strategy is time optimal for the RTR motion of the CoM, we conclude that this control policy moves the entire system (10–11) from rest to rest in a time-optimal way.

We can immediately see that there exists an infinite number of such solutions. In fact, we may cover \( n \) orbits with maximum acceleration and \( n \) orbits with maximum deceleration. We refer to all these instances as natural motions. All natural RTR motions of system (1–2) emerge from the control policy

\[
u = \begin{cases} \hat{u}, & 0 \leq \tau \leq \tau_{s,n} \\ -\hat{u}, & \tau_{s,n} < \tau \leq \tau_{f,n} \end{cases}
\]

with \( \tau_{f,n} = 4n\pi \) and \( \tau_{s,n} = \tau_{f,n}/2 \), for \( n \in \mathbb{N} \). Furthermore, each natural motion is a time-optimal solution to a specific RTR motion problem for the elastic joint system.

The velocity profile of the CoM mass subject to the control (26) is piece-wise linear, as shown in Figure 5. The geometric relation between the CoM velocity \( r' \) and the corresponding final positions \( r_f \) is given by

\[
r_f = \int_0^{t_f} \dot{r} \, dt = \int_0^{t_f} r' \, d\tau.
\]

Thus, the final position \( r_{f,n} \) is equal to the area under the corresponding velocity profile in Figure 5. From (23), we know that the peak velocity at the switching point \( n \) is given by \( \dot{r}(\tau_{s,n}) = (\bar{u}/M)(\tau_{s,n}/\omega) \). Applying basic geometry allows to determine the final reached position as

\[
r_{f,n} = \frac{\bar{u}}{M} \left( \frac{\tau_{s,n}}{\omega} \right)^2 = \frac{\bar{u}}{M} \left( \frac{2\pi}{\omega} \right)^2.
\]
Indeed, the achievable final positions are countable and do not cover the entire set $\mathbb{R}^r$. We may only reach (infinitely many) discrete points for a given set of system parameters. In the following section, we present the class of bang-bang solutions that allows to cover the entire set of real numbers.

IV. REACHING ANY DISTANCE

In this section, we synthesize a three-switching bang-bang control strategy that achieves RTR motions in minimum time for arbitrary final positions.

A. The Synchronization Problem

By introducing three switching points, we will show that one can reach any desired position for the CoM as well. Again, we synchronize the motion of the CoM with the motion of the reduced mass so that the boundary conditions (24) are all satisfied. From the time-symmetry of the dynamics, we observe that any time-optimal control strategy must be symmetric with respect to the half motion time. Thus, we only consider three-switching strategies that satisfy this condition. Therefore, a policy including three control switches (for $r_f > 0$) must be of the form

$$u = \begin{cases} 
\dot{u}, & \text{for } 0 \leq \tau \leq \alpha_1 \\
-\dot{u}, & \text{for } \alpha_1 < \tau \leq \alpha_1 + \alpha_2 \\
\dot{u}, & \text{for } \alpha_1 + \alpha_2 < \tau \leq \alpha_1 + 2\alpha_2 \\
-\dot{u}, & \text{for } \alpha_1 + 2\alpha_2 < \tau \leq 2(\alpha_1 + \alpha_2). 
\end{cases} \tag{29}$$

When applying an input torque $\dot{u}$ to system (10)–(11), and starting from the origin, we know that the resulting trajectory for $\ddot{z}$ is a circular orbit $o_1$ centered at $\alpha_{max}$ —see the left side of Figure 6. Switching to an input $-\dot{u}$ after some time $\tau_{1,2}$ transfers $\ddot{z}$ to a circular orbit $o_2$ with its center at $-\alpha_{max}$. The continuity of the solution $(\varphi, \varphi')$ implies that these two circular orbits intersect at the switching time $\tau_s$. This uniquely defines the radius of orbit $o_2$. At the time-point of switching, the amplitude $A$ in (19) assumes the radius of $o_2$. In a switching event, we can think of an amplitude $A$ and angular offset $\delta$ adaptation such that continuity of the solution for $(\varphi, \varphi')$ is ensured. This construction is illustrated on the right side of Figure 6. We remark that a continuous solution in $(\varphi, \varphi')$ imply a continuous solution in $(\ddot{\varphi}, \varphi')$. Also, since we require the CoM to complete the motion at rest, the total intervals of maximum acceleration and of maximum deceleration must be equal. This is visualized in Figure 7.

We are now in the position to derive a control policy with

Fig. 6. Geometry of the phase-space trajectories for multiple switching incidents.

Fig. 7. Typical CoM velocity profiles for the three-switchings solution. By purely geometrical reasoning we may conclude that the CoM velocity assumes negative values if and only if $\alpha_1 < \pi/2$. 
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We simplify the derivation of the angle $\alpha_2$ by introducing two intermediary angles $\beta_1$ and $\beta_2$, which are defined in Figure 9. For these two angles we can derive the following relations

$$\beta_1 = \arcsin \left( \frac{R_1}{R_2} \sin(\alpha_1) \right) = \arcsin \left( \frac{\sin(\alpha_1)}{\sqrt{5 - 4 \cos(\alpha_1)}} \right),$$

$$\beta_2 = \arccos \left( \frac{\hat{u}}{R_2} \right) = \arccos \left( \frac{1}{\sqrt{5 - 4 \cos(\alpha_1)}} \right).$$

Note that both intermediary angles are solely a function of the first switching time point $\alpha_1$. In turn, this implies that $\alpha_2$ is a function of $\alpha_1$. We have

$$\alpha_2 = \beta_1 + \beta_2. \quad (31)$$

which is zero if and only if $\alpha_1 = 2\pi n$, as expected. Recall that the final position is given by (27). The integral corresponds to the area under the curves in Figure 7 on the right. This area can be derived through purely geometric reasoning, and is equal to

$$r_f(\alpha_1) = \frac{\hat{u}}{M a^3} \left( 2\alpha_1^2 - (\alpha_1 - \alpha_2)^2 \right). \quad (32)$$

The corresponding natural time required to reach $r_f > 0$ is

$$\tau_f(\alpha_1) = 2(\alpha_1 + \alpha_2). \quad (33)$$

Is it easy to verify that, for the degenerate case of $\alpha_2 = 0$, we obtain just one of the natural motion solutions (28).

Finally, Figure 10 shows the mapping between the final (natural) motion time $r_f$ and the desired motion displacement $r_f > 0$, as a result of conditions (31) to (33). One can immediately see that, for all but the natural motion cases, the minimum time needed for a RTR motion realizing a desired displacement $r_f$ of the CoM is always larger in the flexible case in comparison to the rigid case. Anyway, differences tend to vanish for longer displacements (as well as for increasing values of the joint stiffness $k$).

C. Optimality Result

We conclude this section with the following proposition.

**Proposition 1.** Given the initial and desired final positions of the form (24) for system (1–2), the three-switching bang-bang control policy (29) provides the time-optimal solution for rest-to-rest motions. If the final position satisfies condition (28), the control policy (29) degenerates to a single switching bang-bang input which results in a natural motion.

We sketch here the verification of the time-optimality of the three-switching strategy, based on a procedure that uses
Pontryagin’s minimum principle [13]. For our linear, single-input, time-invariant, and controllable system, we deal with a normal time-optimal problem, and therefore singular arcs in the optimal solution can be ruled out. Pontryagin’s minimum principle provides then the optimal control as a piece-wise constant function of time, which is always in saturation (i.e., bang-bang) except in isolated instants of switching. The sign of the control law \( u(\tau) \) is determined by the sign of the switching function \( s(\tau) \), which in our case depends on the evolution of two components of the optimal costate vector \( \lambda(\tau) \in \mathbb{R}^4 \). We impose then equality to zero of the Hamiltonian \( \mathcal{H}(\tau) \) at the initial and final times, \( \tau = 0 \) and \( \tau = \tau_f \), using the known boundary conditions of the problem, the optimal values of our control profile, \( u'(0) \) and \( u'(\tau_f) \), and the final time \( \tau_f \) obtained from our geometric approach. Similarly, we impose in two out of the three instants of control switching, namely \( \tau_1 = \alpha_1/\omega \) and \( \tau_2 = \tau_f/2 \) (both obtained from our geometric computations), the vanishing of the switching function, \( s(\tau_1) = s(\tau_2) = 0 \). In this way, we set up a well-defined linear system of equations that allows us to determine the four initial costate values, i.e., \( \lambda_i(0) \), \( i = 1, \ldots, 4 \). With these, we integrate forward the necessary conditions of optimality and obtain analytically the unique expression of the optimal costate \( \lambda'(\tau) \) and of the associated switching function \( s'(\tau) \). We verify then that the crossing of zero of this function occurs only at the switching instants of our control policy and that the sign of \( s'(\tau) \) elsewhere is always opposite to the sign of our \( u'(\tau) \). Moreover, using forward integration of the state equations driven by our optimal control, we obtained also the optimal state evolution \( x'(\tau) \). With all these values plugged into the Hamiltonian, we finally verify that \( \mathcal{H}(\tau) = 0 \) at any time \( \tau \in [0, \tau_f] \). Therefore, our solution satisfies the minimum principle of Pontryagin and the necessary conditions of optimality.

V. NUMERICAL RESULTS

As reference motions, we have considered the three examples presented by Dahl in [8]. The parameters of the considered two-mass system are \( m = b = 0.5 \) [kg], whereas the bound on the input force is \( \hat{u} = 1 \) [N]. The results are summarized in Table I. We refer to the three sets of system parameters (for different values of the stiffness \( k \)) as Case 1 to Case 3.

<table>
<thead>
<tr>
<th>( k )</th>
<th>( \omega )</th>
<th>( \alpha_1 )</th>
<th>( \alpha_2 )</th>
<th>( r_f )</th>
<th>( \tau_f )</th>
<th>( t_f )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[N/m]</td>
<td>[rad/s]</td>
<td>[rad]</td>
<td>[rad]</td>
<td>[m]</td>
<td>[rad]</td>
<td>[s]</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>2.032</td>
<td>1.528</td>
<td>2</td>
<td>2.27\pi</td>
<td>3.56</td>
</tr>
<tr>
<td>10</td>
<td>6.325</td>
<td>7.653</td>
<td>1.558</td>
<td>2</td>
<td>5.86\pi</td>
<td>2.91</td>
</tr>
<tr>
<td>100</td>
<td>20</td>
<td>26.803</td>
<td>1.567</td>
<td>2</td>
<td>18.08\pi</td>
<td>2.84</td>
</tr>
</tbody>
</table>

Our geometric control policy (29) yields exactly the same solutions presented by [8]. It important to remark that those optimal solutions were obtained through numerical optimization. In contrast, we provide a closed-form solution to the problem.

\[ \text{TABLE I} \]

In Figure 11, we show the time-optimal bang-bang control for the first natural motion in Case 1 (\( k = 1 \) N m\(^{-1}\)). The final position, as given by (28) with \( n = 1 \), is \( r_f = \pi^2 \). In the top part, we have plotted also the optimal switching function.

Figure 12 shows the time-optimal control law with three switchings, the optimal switching function, and the two state velocities that result from control policy (29) in Case 2 (\( k = 10 \) N m\(^{-1}\)). The zero crossings of the switching function match the switching instants of our control policy (29). This confirms the conclusion about the achieved time-optimality with our geometric approach.

VI. CONCLUSION

In this paper we highlighted the connection between a two-mass system with an elastic joint and the two-body problem in classical mechanics. Based on this insight, we introduced a change of coordinates that decouples the complete dynamics into a pair of single-body problems. This simplification allowed us to apply pure geometrical reasoning to generate and analyse minimum-time bang-bang solutions to the rest-to-rest (RTR) motion problem under actuator torque bounds. All solutions are provided in closed form. Further, we introduced the concept of natural motions which are time-optimal solutions to the RTR motion problem. These are the...
only RTR solutions where the minimum-time performance of an elastic joint system matches that of a rigid joint.

The insight obtained from the natural motion analysis, can be exploited to optimize the design of an elastic robot joint. In fact, it is desirable that the natural motion of an elastic joint matches its nominal motion. Only in this case, the RTR motion in the elastic case can reach the motion time performance of a rigid joint. Our framework can be easily extended to account for limitations on joint deflections and motor velocities. The natural motion concept could be extended to include periodic motions, like in pick-and-place robotic tasks. These issues will be the subject of future investigations.
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