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As a novel approach to force-reflecting telepresence, the concept of mobile haptic interfaces
(MHI) is presented. An MHI actively follows the locomotion of an operator, who is no
longer bound to be stationary during teleoperation. Thus, operator locomotion can be
used as an input for locomotion control of a real teleoperator or control of locomotion in
a virtual environment while keeping the advantage of force-reflection. The article focuses
on basic design issues and presents a prototype MHI for haptic exploration of extended
virtual environments. © 2003 Wiley Periodicals, Inc.
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1. INTRODUCTION

1.1. Motivation

The objective of the type of telepresence system con-
sidered in this paper is to induce for a human opera-
tor (HO) the sensation of being present in an inacces-
sible extended target environment. A teleoperator
replicates operator action in the target environment
and collects sensory information that is fed back and
displayed to the HO by means of appropriate dis-
plays. In other words, for the HO the displays rep-
resent the target environment (see Figure 1).
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The feeling of presence, although no objective
measure seems to exist, is typically created by visual
and auditory feedback as well as force-reflection. In
the case of an extended target environment, locomo-
tion in the target environment becomes equally im-
portant for a comprehensive feeling of presence. The
sensation of walking freely about in the target envi-
ronment can be achieved most realistically by track-
ing HO locomotion in the operator environment and
controlling teleoperator locomotion accordingly. In
this case the HO can employ the entire set of natural
senses for perception of locomotion which proves to
be vital for localization and navigation.

To permit force-reflecting interaction with a
Periodicals, Inc.
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target environment while the HO is moving around,
a haptic interface must be capable of covering the full
workspace available to a free walking HO. For
achieving this feature, a mobile haptic interface (MHI)
is proposed as a novel approach to exploration and
manipulation of extended target environments.

Extended area telepresence systems as consid-
ered in this article can be applied to tele-exploration
and tele-manipulation tasks in extended target envi-
ronments. Examples are telepresent visits to muse-
ums, castles or industrial facilities as well as interac-
tive virtual interior design and composition. Usually,
the execution of such tasks requires the HO’s local-
ization and navigation capabilities.

The application of MHIs is not limited to real tar-
get environments but can easily be extended to vir-
tual environments (Figure 1). Experimental results
presented in Section 4 of this paper have been ob-
tained from application of the proposed telepresence
system to a virtual target environment.

1.2. State of the Art

Current haptic interfaces are typically stationary de-
vices with a workspace limited to the reach of a hu-

Figure 1. Mobile haptic interface (MHI) for force-
reflecting interaction with extended target environments.
man arm,1,2 resulting in the following restrictions
with regard to applicability: (i) the HO must remain
stationary and (ii) the workspace in the target envi-
ronment is limited.

The latter restriction can be removed quite easily
by displacement of the target environment work-
space. Such displacement can be achieved by an ap-
propriate mapping of the operator workspace into
the teleoperator’s workspace or by teleoperator loco-
motion. With today’s force-reflecting telepresence
systems workspace displacement is commanded by
means of auxiliary controls. Examples are mouse and
joystick for position or rate control as well as various
forms of reindexing.2 These auxiliary controls trans-
late stationary HO motion into locomotion with re-
spect to the target environment, i.e., they do not allow
proprioceptive (kinesthetic and vestibular) percep-
tion of locomotion. In other words, the desired sen-
sation of locomotion in a stationary environment is
replaced by the sensation of an environment moving
with respect to the stationary HO. Psychological
studies prove that incomplete or false proprioceptive
cues result in deterioration of the natural orientation
and navigation capabilities of a HO.3

Realistic locomotion interfaces allowing free lo-
comotion do already exist for virtual reality applica-
tions. Such interfaces enable interactive visual explo-
ration but do not allow force-reflecting interaction
with an extended target environment. With realistic
locomotion interfaces, in contrast to the above men-
tioned auxiliary controls, the HO can perceive loco-
motion not only visually but also partly by means of
kinesthetic and vestibular stimuli. Realistic locomo-
tion interfaces comprise omnidirectional
treadmills,4,5 programmable footplatforms,6 and
tracking of free locomotion of the HO in the operator
environment.7–9

Summarizing these findings leads to the conclu-
sion, that current telepresence systems do either allow
realistic haptic interaction or realistic locomotion,
Table I.
Table I. Classification and comparision of existing telepresence systems and the proposed system.

Telepresent Locomotion

none or abstract realistic

Manipulation/Interaction no force-
feedback

• computer games • interactive visual
exploration in VR• remote control

• CAD-systems
force-
feedback

• computer games • extended-workspace
haptic interaction• master/slave-

teleoperation
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1.3. Novel Approach

For the first time, simultaneous telepresent locomo-
tion and telepresent haptic interaction are made pos-
sible by use of a MHI.

Complete and realistic perception of locomotion
can be achieved with comparatively low effort by
sensing and replicating HO locomotion. Up to now,
free locomotion of the HO was contradictory to the
restriction imposed by stationary haptic interfaces,
which requires the HO to be stationary as well. This
contradiction can be resolved by moving the haptic
interface along with HO locomotion, thus making
force-reflecting telepresence available in much larger
workspaces than presently possible. Other ap-
proaches to haptic interfaces allowing operator mo-
bility were discussed in ref. 10 together with their ad-
vantages and deficiencies.

The remainder of the paper is organized as fol-
lows: Section 2 details our approach to the develop-
ment of a MHI. Research challenges arising from that
approach are outlined in Section 3. The presentation
of an experimental MHI setup together with a discus-
sion of experimental results follows in Section 4.

2. MOBILE HAPTIC INTERFACE—SETUP AND
REQUIREMENTS

The basic objective of a MHI is to provide realistic dis-
play of reaction forces and torques to the hands of the
HO while at the same time actively following the
HO’s wide area locomotion. Hence, a MHI must com-
prise a mobile, e.g., wheel-based, platform, and ma-
nipulators for direct interaction with the HO’s hands.

The platform must meet two contradictory re-
quirements: (i) it must be sufficiently fast and ma-
neuverable to follow HO locomotion and (ii) it needs
to resist forces and torques applied by the HO with-
out overbalancing. In addition, the platform should
have omnidirectional kinematics to change the direc-
tion of motion without extensive maneuvering.

Since the manipulators of a MHI are in direct con-
tact with the HO’s hands, they must be capable to
measure hand motions as well as to display forces
and torques according to the mechanical properties of
the target environment. The workspace of the ma-
nipulators should be of similar size as the workspace
of the human arm. Thus, the platform with its higher
inertia does not need to follow quick hand and arm
motions, i.e., platform motion should be limited to
following HO body locomotion.

In order to provide natural freedom of motion to
the HO at all times, the platform must be continu-
ously positioned such that optimal manipulability is
achieved. For that purpose, the relative position and
orientation of the platform with respect to the HO
must be known. In addition, the absolute position
and orientation of the platform or the HO with re-
spect to a fixed coordinate system is required.

3. RESEARCH CHALLENGES

The general requirements regarding a MHI as stated
in the preceding section pose a number of interesting
questions which will be discussed next.

3.1. Transparency

A basic requirement of any haptic interface is trans-
parent display of the mechanical impedance of a vir-
tual or real target environment. This property can
only be achieved by suitable feedback control.

Assuming linearity, mechanical impedance can
be defined by the transfer function11,12

Z�s ��
f�s �

x�s �
,

where f is the force resulting from a displacement x .
Z can then be specified as

Z�s ��
ms2�bs�k

1
,

with m , b , and k being the mass, damping coefficient,
and spring constant.

Transparency in this context denotes the ideal case
when the impedance felt by the HO, i.e., Z0(s),
equals the environment impedance to be displayed
ZE(s). How close one can get to this ideal situation
depends on three major factors:11

(i) the environment impedance ZE itself,
(ii) the impedance of the haptic interface and

(iii) the control architecture chosen.

Basically, two different approaches to the control of
haptic interfaces are distinguished: impedance and
admittance architecture.11,13,14 In this paper, the focus
is on the impedance architecture only. This architec-
ture is characterized by a haptic interface, which dis-
plays forces in response to measured displacements
of the interface endeffectors. In this case the interface
usually operates in force control mode.
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A MHI as proposed in Section 2 is a kinematically
redundant system with the platform introducing
comparatively high inertia. This makes the evalua-
tion of transparency particulary interesting.

To exemplify the kinematic redundancy of the
overall system consisting of a mobile platform and a
manipulator, a simplified, one-dimensional system
with two configurational DoF is considered, Figure 2.
The kinematics of this setup are given by

xH�q1�q2 ,

where xH denotes the hand or endeffector position
and q1 , q2 the configurational (joint) coordinates. The
equations of motion expressed in configurational co-
ordinates are

� m1 0

m2 m2
� q�̈ �� b1 �b2

0 b2
� q�̇ �� �1��2

�2�fH
� ,

with m1 and m2 the two link masses, b1 and b2 the
joint damping coefficients, �1 and �2 the joint forces
and fH the force exerted on the system’s endeffector
by the HO.

By use of the Jacobian matrix

Figure 2. MHI with two redundant configurational de-
grees of freedom q1 and q2 .
J=[Jij]���xH ,i

�qj
� ,

a simple explicit force feedback control law with an
additional feedforward term can be formulated

�� �J T�fref�KF� fref�fact)�.

For nonredundant systems, this control law is suffi-
cient and achieves good performance, whereas
adopted for redundant systems, it will result in un-
controllable nullspace motion.15

This problem can be solved by a hybrid control
structure, with some of the joint coordinates being
position controlled, in order to eliminate the redun-
dancy. In our example system comprising a platform
and manipulator, the platform will be position con-
trolled. If the manipulator itself is redundant, addi-
tional measures like nullspace damping are necessary
for achieving stability. The objective of the position
control then is to optimize the actual platform posi-
tion with respect to a cost function as discussed in
more detail in Section 3.4. For the simple one-
dimensional example, the following cost function

L�q2
2

is employed resulting from the assumption that the
optimal configuration of the simplified model is
specified by q2�0.

Figure 3 shows the block diagram of the simpli-
fied model of a MHI with 2 configurational DoF to-
gether with a hybrid feedback controller and the im-
pedance ZE to be displayed.

For further analysis and simplification, the fol-
Figure 3. Block diagram of a MHI with two degrees of freedom (impedance architecture). FM1—transfer function mea-
surement q1 , q̃1—q1 measured, FM2—transfer function measurement q2 , q̃2—q2 measured, KV , KP—velocity and posi-
tion controller gains of platform, and KF—force controller gain of manipulator.
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1. FM1(s)�1: exact measurement of q1 , e.g., by
localization of the platform position,

2. FM2(s)�1: exact measurement of q2 , e.g., by
encoder, and

3. b2�0: zero damping in the second joint.

The impedance felt by the HO Z0 as defined by

Z0�s ��
fH�s �

xH�s �

is then given by

Z0�s ��ZE�s ��
m2s2

1�KF
.

This expression does not depend on the dynamics of
the position controlled platform. The transparency of
the interface is exclusively determined by the force
controlled sub-system, i.e., the manipulator. In other
words, the platform is not perceived haptically by
the HO.

While assumption 2 can be fulfilled easily, as-
sumptions 1 and 3 are focal points in the develop-
ment of a MHI. Both will be discussed in more detail
in the following subsections.

3.2. Platform Localization

As stated in Section 3.1, localization of the platform
should be realized such that FM1�1 is satisfied. What
this condition means in terms of specific values for
absolute and relative accuracy is still under investi-
gation. The following numbers are currently the basis
for our research:

(i) absolute accuracy: 100 mm,
(ii) relative accuracy: 1 mm,

(iii) signal band width: 1 kHz.

These demands cannot be achieved by means of a
single measuring method. Therefore, several measur-
ing systems as well as methods for sensory data fu-
sion must be applied. Odometry and dynamic system
models are employed for achieving the desired rela-
tive accuracy together with sufficient bandwidth. In
addition, localization methods based on optical, mag-
netical, or acoustic sensor systems provide the de-
sired absolute accuracy.

As already mentioned in Section 2, both the HO’s
and the platform’s position and orientation must be
measured. The HO can either be localized with re-
spect to a world fixed coordinate system (0TB) or a
platform fixed system (PTB) (Figure 4). The first
method requires additional sensors which cover all
the HO’s workspace. The alternative method can be
realized by using sensors onboard the platform and
the manipulator.

A rather elegant approach is to exclusively use
the sensors of the manipulator for determining posi-
tion and orientation of the HO’s trunk. By evaluation
of the manipulator joint angles, the position and ori-
entation of both the HO’s hands can be calculated.
Due to the redundancy in the kinematical chain
hand–arm–trunk–arm–hand it is not possible to di-
rectly calculate the position and orientation of the
trunk from the previously mentioned information.
Assuming a simple arm model with 7 DoF leaves a
two-dimensional null-space for this kinematic chain.
This redundancy can be resolved by introducing ad-
ditional conditions based on maximum manipulabil-
ity and/or minimum energy consumption.

3.3. Decoupling

Studying the simplified MHI in Section 3.1 led to the
conclusion that the dynamic properties of the plat-
form become imperceptible to the HO if the damping
coefficients coupling platform and manipulator be-
come zero. Two basic approaches to reduce damping
exist and must be combined if necessary. First, damp-
ing in the manipulator joints can be reduced by
choosing a suitable actuator and transmission design.
Second, decoupling can be achieved by control. Full
decoupling by control, however, requires precise
knowledge of the corresponding system parameters.

3.4. Optimal Platform Control

As already mentioned, the MHI is a kinematically
redundant system. Redundancy provides the op-
portunity to satisfy additional conditions which
can be expressed as cost functions for purposes of
optimization.

Figure 4. Localization of the HO: world fixed (left) and
platform fixed coordinate sytems (right).



554 • Journal of Robotic Systems—2003
One objective of a MHI is to provide maximum
freedom of motion to the HO. Hence, a measure for
manipulability of the MHI should be included in the
cost function. If the platform’s position and orienta-
tion is controlled such that the manipulability of the
manipulator is maximized, the platform will follow
the HO’s motion.

As mentioned in Section 3.2, localization of the
platform is, among other methods, based on odom-
etry. Odometry, however, does only work with high
accuracy if the platform paths are sufficiently smooth.
Therefore, optimal platform control must also take
into account path radii or curvature.

In order to optimally position the platform ac-
cording to the defined cost functions and subject to
kinematic and kinetic constraints imposed by the
platform itself, a predictive behavior of the platform
proves to be essential. Cost functions are not to be op-
timized instantaneously but over a (moving) time ho-
rizon reaching into the future. For that purpose future
HO motion needs to be predicted.

Short-term prediction can be achieved by dy-
namic models of human locomotion. Long-term pre-
diction is based on methods of intention recognition.

4. PROTOTYPE MOBILE HAPTIC INTERFACE

4.1. Implementation Issues

For evaluation of the ideas, requirements, and meth-
ods presented above, a first experimental setup
was designed and implemented, as shown in the
photo in Figure 5. With this extended area human-

Figure 5. Prototype of a MHI (left) for one-fingered ex-
ploration of a virtual room (right).
system-interface one-fingered haptic exploration of
virtual environments with a floor space of 3 m by 3 m
is possible.

The HO can move around freely in this work-
space and he/she perceives an equivalent change of
position and orientation in the virtual environment.
Visual feedback from the virtual environment is pro-
vided as a stereoscopic view presented by a head
mounted display (HMD). Forces resulting from
touching objects in the virtual environment are dis-
played to the tip of the HO’s index finger.

The MHI comprises a mobile, omnidirectional
platform16 and the commercially available haptic in-
terface PHANToM Premium 1.0.

To record the HO’s position and orientation a
magnetic tracking system17 is employed with one
sensor at the HO’s head and another at the hip. Po-
sition and orientation of the HO’s head are fed into
the visual rendering engine to generate a stereoscopic
view of the virtual environment consistent with the
HO’s head position in space. The hip sensor provides
additional information about position and orienta-
tion of the current workspace of the HO’s hand.

A simple optimization algorithm uses the current
configuration of the PHANToM and the current po-
sition and orientation of the HO with respect to the
platform to compute command values for the plat-
form position controller. Due to this algorithm the
platform follows the HO’s locomotion as well as the
HO’s hand motion. The goal of this algorithm is to
always position the platform such that the manipu-
lability of the PHANToM is maximized and that the
platform faces towards the HO.

The forces resulting from exploration of the vir-
tual environment are rendered by a simple haptic ren-
dering algorithm. Collision detection is based on geo-
metrical primitives like planes, cylinders, and
spheres. Contact forces are calculated from the pen-
etration depth according to a spring-damper-system.
Due to its simplicity, the algorithm can run at a sam-
pling frequency of 2 kHz for virtual environments
modeled with about 500 surfaces on a Pentium IV PC
(2.0 GHz).

Since platform localization by magnetic tracking
runs with 50 Hz only, a dynamic observer for estima-
tion of the platform position and orientation was ap-
plied, which provides position and orientation data
synchronous with the haptic rendering loop.

4.2. Experimental Results

The basic functionality and the usability of the
proposed MHI is demonstrated and evaluated by an
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experiment with the objective to explore a virtual
room both visually and haptically, Figure 5. The room
considered in the experiment is square with an edge
length of 3 m. It comprises a cylindrical pillar with a
diameter of 0.6 m and a connecting wall of 1.5 m
height. The pillar shows two flattened surfaces with
knobs resembling rivet heads. The exploration ex-
periment was performed by a few test persons with
varying degrees of experience regarding virtual en-
vironments. The focus of the investigation was on
two major aspects of usability: (i) following a global
contour with one’s finger tip by walking along the
walls and around the pillar, and (ii) exploring fine lo-
cal structures such as the flat surfaces with the knob
pattern.

Typical motion trajectories of one test person and
of the MHI during contour following are shown in Fig-
ure 7. The plots represent user motion in both the
physical and the virtual world. The HO’s trunk tra-
jectory indicates clearly that the user is walking
around freely. Free physical locomotion of the user
can only be achieved by a haptic interface that is ca-
pable of covering all the workspace accessible by the
free walking user. If the workspace is not to be limited
by the haptic interface, such an interface must be mo-
bile and move along with the user. Even test persons,
who had experienced high quality virtual reality
simulations before, reported a very good feeling of
immersion. This results mainly from the fact that for
the first time users were able to walk and touch simul-
taneously. Other experiments, as reported in ref. 10,
prove that global contours are more easily recognized
by users if they can walk around freely rather than

Figure 6. Hardware and software components of the ex-
tended area telepresence system.
sitting in front of a display and controlling motion
with some auxiliary device, such as mouse or joy-
stick.

The finger tip trajectory shown in Figure 7 re-
sembles the contour of the virtual walls and the pillar
as the HO moves his/her finger along the object sur-
faces. It is noteworthy that the finger tip never does
penetrate those objects rendered as solid. Such behav-
ior can hardly be achieved by wearable haptic devices
without an external base.18 Test persons reported that
the contact with the walls and the pillar feels realis-
tically hard whereas free motion and motion in tan-
gential direction to solid surfaces was experienced as
realistically smooth and unresisted.

The investigation of the ability to explore fine local
structures by use of the MHI was directed to an analy-
sis whether the rather coarse platform motion would
inhibit a realistic sensation of small structures. As re-
ported by the test persons, small structures could be
explored with great realism when the platform re-
mained stationary. However, during repositioning of
the platform, a disturbance was felt creating the sen-
sation of the knobs being in motion. This behavior is
attributed to inaccuracies in platform localization re-
sulting in inaccurate finger motion detection. Such
shortcomings can, however, be remedied both by
smoothing platform motion and by improving the
quality of platform localization.

Figure 7. Motion trajectories: A test person is exploring a
wall and a pillar (shaded area) in a virtual room. Num-
bered circles mark synchronous points of the trajectories.
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5. CONCLUSIONS

This paper discussed the concept and related design
issues of a novel haptic interface, which enables a HO
to freely walk around and haptically interact with ex-
tended real or virtual target environments. By pre-
senting visual and haptic information consistent with
both user hand motion and user locomotion the pro-
posed MHI proves to be a significant step towards
higher degrees of telepresent immersion.

Since the HO is no longer required to remain sta-
tionary in its local environment, a particulary simple
and realistic locomotion interface can be imple-
mented, by means of tracking the HO’s physical lo-
comotion. Effort and cost for the implementation of a
MHI can be kept low by making use of existing mo-
bile manipulator technology.

Investigations performed with the developed
experimental setup impressively demonstrate the
feasibility of mobile haptic interfaces and their posi-
tive impact on immersion into virtual and possibly
real target environments. However, the experiments
also reveal a need for further research to extend the
capability and improve the usability of mobile haptic
interfaces.
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